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Preface

The Atlas Symposium No.2, "Computers in Number Theory", was held at
Oxford during the week of 18th to 23rd August, 1969. The Atlas Computer
Laboratory, a part of the Science Research Council, was set up with the pro­
vision of a large scale computing service for British universities as its major
purpose. Jack Howlett, the Director, recognized at an early stage that the
Laboratory's active involvement, both in computer research itself and in
other research which makes use of computers, would aid that purpose. Thus
the Laboratory has employed internally research workers under fixed term
contracts (commonly in conjunction with a Fellowship at an Oxford college),
and has directly supported research at other centres. In addition, it has so far
organized three international conferences devoted to the use of computers in
specialized fields. The first, on "Computational Problems in Abstract
Algebra", was held in the summer of 1967; the Proceedings, edited by John
Leech, are published by Pergamon Press. The present volume contains the
Proceedings of the second in the series. The third, on "Interdisciplinary Ap­
plications of Transport Theory", was held in the Summer of 1970; the Pro­
ceedings, edited by G. E. Hunt, will appear in 1971 in Spectroscopy and
Radiation Transfer, 11. The choice of fields has been made both on grounds of
inherent interest, and on those of need. Thus it was felt that High Energy
Physics, for instance, had already been adequately catered for elsewhere in
this context.
The chief activity of the Symposium was the presentation of a number of

papers, most of which are printed here. Some papers were presented which
had already been accepted for publication elsewhere; these are listed on page
ix. The papers illustrate all aspects of the use of computers in number theory:
as an essential part of a proof, as an aid to discovery (Gauss would surely have
approved), and negatively as a possible ally in doing what has not yet been
done. The attitude sometimes maintained a few years ago, that a computer is a
disreputable device in the context of "pure" mathematics, was noticeably
absent at the Symposium. Computors and noncomputors alike were con­
cerned with getting on with the job, rather than worrying about the relative
reliability of computers and papers in mathematical journals.
There were in all about 120 invited participants, many of them accom­

panied by their families. However, not all of the participants presented talks.
xi



xii PREFACE

About 60 invitations sent out were not accepted for a variety of reasons,
mainly those of previous commitment. On Wednesday evening there was an
open discussion on "Number Theoretic Subroutines and Tables". As might
have been expected with so large a number of original thinkers no substantial
agreement was reached, but the three following conclusions commanded
the support of most of the 40 people present. First, that a complete list of
what exists, in print and privately, would be useful. Second, that the subject
is too various to lend itself to an agreed package of subroutines and a uni­
versallanguage. Third, that some facility should exist for making known the
"results" of unsuccessful but substantial computation. The current tradition
of mathematics does not look kindly on a statement in print that sulphuric
acid was poured on a white powder without apparent reaction, but machine
time can be expensive. A tape recording of the discussion is kept at the Atlas
Computer Laboratory.
There were also some distractions not directly number theoretic. On

Monday evening Professor Mordell gave us a fascinating account of his in­
finitely varied mathematical and personal experience, entitled "Reminiscences
of an Octogenarian Mathematician". On Tuesday Dr. Howlett's sherry party
at the Queen's College made serious thought impossible after 6 p.m. On
Wednesday afternoon, there was an organized tour of the Atlas Laboratory
in action. On Friday, the Symposium dinner at the Queen's College provided
a memorable conclusion to the proceedings.
A large number of people and public bodies made the Symposium both

possible and successful. First and foremost, Jack Howlett, without whose
forethought and determination there would have been no background on
which to build. The Science Research Council, through the Atlas and Ruther­
ford Laboratories, provided the secretarial staff, and gave a substantial sum
to cover the expenses of some of the speakers. International Computers
Limited, the manufacturers of the Atlas computer, also contributed gener­
ously towards these expenses. Synolda Butler did all the hard secretarial
work involved in planning and organizing the Symposium. The Programme
Committee, consisting of the editors, R. F. Churchhouse, and H. P. F.
Swinnerton-Dyer, had only to sign her letters, and we became increasingly
aware of her exact attention to every detail.
At Oxford, most of the participants were housed in Jesus College, whose

authorities gave us every cooperation. Their rooms were not big enough to
accommodate the numbers at the sherry party and the dinner, and we were
fortunate in our choice of the Queen's College for these occasions. The
actual meetings were held at the Mathematics Institute, by kind permission
of Professor Higman; he and the Institute staff were very helpful. The arrange­
ments for travel were in the capable hands of "Robbie", Mr. C. L. Roberts
of the Atlas Laboratory. He also attended to the important and easily for-
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gotten details that are nobody's business in particular, dealing imperturbably
with all emergencies.
Finally we must thank the authors for their cooperation, and Academic

Press, particularly the production staff, for their frequent and ready advice
during publication. The editors have confined themselves mainly to making
. small alterations of style or notation. The articles are either the original manu­
scripts given to us at the time of the Symposium or revised versions received
after it; they are printed more or less in the same order as the talks were given,
since we soon found that many of them would not fit in to any rigid scheme of
classification.

A. o. L. ATKIN
B. J. BIRCH

May, 1971



Contents
Contributors v
Preface ix
The Economics of Number Theoretic Computation 1
D. H. LEHMER
Linear Relations Connecting the Imaginary Parts of the Zeros of the Zeta

Function 11
P. T. BATEMAN,J. W. BROWN,R. S. HALL, K. E. KLoss, and ROSEMARIE

M. STEMMLER
An Explanation of Some Exotic Continued Fractions Found by Brillhart 21
H. M. STARK
Some Numerical Computations Relating to Automorphic Functions 37
P. CARTmR
Automorphic Integrals with Preassigned Period Polynomials and the

Eichler Cohomology 49
JOSEPHLEHNER
The Number of Conjugacy Classes of Certain Finite Matrix Groups 57
MORRISNEWMAN
Hilbert's Theorem 94 65
OLGATAUSSKY
Reducibility of Polynomials 73
A. SClllNZEL
Sums of Squares in the Function Field !R(x,y) 77
ALBRECHTPFISTER
The- Location of Four Squares in an Arithmetic Progression, with some

Applications .. 83
JOHNLEECH
Diophantine Equations Involving Generalized Triangular and Tetrahedral

Numbers 99
AVIEZRIS. FRAENKEL
On the Representation of an Integer as the Sum of Four Integer Cubes 115
L. J. MORDELL
Arithmetic Properties of Linear Recurrences 119
R. R. LAXTON
Some Relationships Satisfied by Additive and Multiplicative Recurrent

Congruential Sequences, with Implications for Pseudorandom Num-
ber Generation 125

I. J. GOODand R. A. GASKINS

xv



xvi CONTENTS

Investigation of T-Numbers and E-Sequences 137
DAVID G. CANTOR

Use of Computers in Cyclotomy. . 141
JOSEPH B. MUSKAT

Calculation ofthe First Factor of the Cyclotomic Class Number 149
ROBERT SPIRA

A Numerical Study of Units in Composite Real Quartic and Octic Fields 153
HARVEY COHN

Class Numbers and Units of Complex Quartic Fields 167
RICHARD B. LAKEIN

The Diophantine Equation x3 - y2 = k, 173
MARSHALL HALL, JR.

The Diophantine Equation x3 - y2=k 199
F. B. COGHLAN ANDN. M. STEPHENS

A Non-Trivial Solution of the Diophantine Equation 9(x2+7y2)2_
7(u2+7v2)2=2 207

OSKAR HERRMANN

On the Fermat Quotient 213
J. BRILLHART, J. TONASCIA, AND P. WEINBERGER

The Inhomogeneous Minima of Some Totally Real Cubic Fields 223
J. R. SMITH

Computations Relating to Cubic Fields . . 225
H. J. GODWIN

The Products of Three and of Four Linear Forms 231
H. P. F. SWINNERTON-DYER

The Enumeration of Perfect Forms 237
J.LARMOUTH

Two Problems in Diophantine Approximation 241
A. M. COHEN

The Improbable Behaviour of Ulam's Summation Sequence 249
M. C. WUNDERLICH

Non-repetitive Sequences 259
P. A. B. PLEASANTS

On Sorting by Comparisons 263
R. L. GRAHAM

Spectra of Determinant Values in (0,1) Matrices 271
N. METROPOLIS

On the Nonexistence of Certain Perfect Codes .. 277
J. H. VAN LINT

A Class of Theorems in Additive Number Theory which Lend Themselves
to Computer Proof .. 283

STEFANA. BURR

Difference Bases. Three Problems in Additive Number Theory 299
J. C. P. MILLER



CONTENTS xvii

A Natural Generalization of Steiner Triple Systems 323
N. S. MENDELSOHN

Doubly Periodic Arrays 339
ERNEST S. SELMER

Counting Polyominoes 347
W. F. LUNNON

Combinatorial Analysis with Values in a Semigroup 373
A. M. MACBEATH

The Use of Computers in Search of Identities of the Rogers-Ramanujan
Type .. 377

GEORGE E. ANDREWS

Computers in the Theory of Partitions 389
M. S. CHEEMA

Binary Partitions .. 397
R. F. CHURCHHOUSE

Multiplanar Partitions 401
DONALD BURNELL AND LORNE HOUTEN

Some Problems in Number Theory 405
P. ERDOS
Some Unsolved Problems. . 415
RICHARD K. GUY
Languages .. 423
P. BARRUCAND

Author Index 429



The Economics of Number Theoretic Computation

D. H. LEHMER

University of California, Berkeley, California, U.S.A.

It is a privilege to be invited to open the Science Research Council's Atlas
Symposium No.2 on Computers in Number Theory. This general subject
has been a concern of mine for nearly a half century. It would be a simple
matter to impose on the many distinguished contributors to this Symposium
a full hour of my own detailed opinions in this field. This, I have no inten­
tion of doing. Not only the number of the contributors, but also their geo­
graphic distribution attests to the fact that the subject of the Symposium is
now of widespread interest. I believe that the time has come to look into the
economics of our subject a little more closely and to consider what steps can
be taken to offset, at least to some extent, certain developments that are un­
favorable to us. It seems to me that to speak of this problem directly, though
not in a minor key, might well be a suitable overture to the opera about to
unfold here this week.
It is easy to cite reasons why a high speed digital computer is just the tool

to apply to number theory. Less often does one read about the difficulties of
bringing the machine to bear on a given problem. Of course there is the lang­
uage barrier. There is also the fact that machines are usually built for applied
mathematics. A little deeper there is the problem of timing. Between hand
computing and automatic computing there is a huge gap in the times requir­
ed to do arithmetic and symbol manipulation. Here the old phrase "a month
a minute" comes to mind. On top of this is the infinite gap in speed between
the fastest machine and a proof by induction, for example. Such considera­
tions enter into the economics of our subject.

On the hardware side, over the past two decades, great forward strides in
speed and reliability have been made, indeed more than in any other branch
of science. More information can be processed in a single step and the steps
are getting quicker. In order to speed up the approximate floating point op­
erations the exact rational operations have been slighted by the designer to
the detriment of the number theorist. Recent large machines show other
disquieting trends. The IBM 360 has a smaller word size for its integers and
this, as we shall see, hampers the use of multiprecision arithmetic. In the CDC
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6000 type machines two divisions are required to obtain one quotient and
one remainder.
On the software side, recent developments towards increasing throughput,

providing graphic displays, accommodating large numbers of remote users,
etc. though laudable in themselves, serve to reduce the time and space avail­
able to the poor number theorist,
On the purely economic side, the signs are also unfavorable. Although

greater speeds have brought down the cost of a multiplication, there is a
noticable hardening of the economy against the number theorist with a large
problem. No longer does the establishment feel it useful to make free long
exact machine runs in order to check the reliability of the system. Weekend
and graveyard time is now being sold to medicine and psychology for long
statistical runs involving mountains of data.
There are four different fronts on which the number theorist can fight back

against these economic encroachments. These are:

I. Special Number Theory Subroutines,

II. Selective Use of the Central Processor,

III. Modification of Abandoned Equipment,

IV. Special Off-line Computers.

I hope to say more than a few words about topic I because it is of more
general interest and to dwell on the other three topics only briefly.
The efficiency and flexibility of number theoretic programs can be greatly

enhanced by the careful utilization of a library of well designed basic sub­
routines. Not only is it very important to reduce the time spent in each of the
much used subroutines but it is desirable to have a measure of this time for
economic considerations. If the time spent in one application of a subroutine
is always the same, as for example with input subroutines, the problem is
easy. More frequently the elapsed time depends upon a parameter n. If this
time is less than a constant times f(n) we say that the subroutine is of order
f(n) , or less. Just the theoretical knowledge off and the number of applica­
tions of the subroutine may deter us from embarking upon a too costly main
program. We need not write and polish a subroutine to discover f. In some
cases, however, a substantial saving in cost results from a clever design. In
this case the constant implied by the relation

Cost = °(f(n) )

is unusually small. Of course, in other cases it may be unusually large.
A surprising number of basic subroutines for number theory are of log­

arithmic order. The first such that comes to mind is the Euclidean algorithm.



THE ECONOMICS OF NUMBER THEORETIC COMPUTATION 3

It was Lame (1844) who first observed that the number of divisions needed
to find the greatest common divisor (m, n), m < n, does not exceed 5 times
the number of decimal digits of m. 'By using the nearest integer algorithm
this factor 5 can be lowered to 3 but we would say that either algorithm is
of order log n. Further reductions in cost result from exploiting the fact that
most divisions give tiny quotients, (41% are equal to 1) and that subtraction
is much cheaper than division. Of course if one is designing a subroutine for
the G.C.D. only, one can ignore these quotients, and there is no need to store
all the information generated by the algorithm, a fact that allows the whole
operation to be carried out in the arithmetic registers of the modern central
processor. Other closely related subroutines can be written to expand mln in
a regular, or semiregular, continued fraction and to solve the linear Diophan­
tine equation

mx + ny = d (1)

and thus to find the multiplicative inverse of n modulo m in case d = 1. In
these cases one must be prepared to compute the convergents of the contin­
ued fraction. Gauss pointed out that by reversing the order of the partial
quotients half of the work in solving (1) can be obviated. To achieve this
saving, however, provision must be made for storing the partial quotients,
in order to reverse them later. This is unpleasant in a subroutine. This illu­
strates the economic distinction between hand and machine computing.
I have gone into such detail about one class of subroutines merely to illu­

strate what considerations enter into their economic aspects. I promise not
to do this again.
Another similar function of two variables is the Jacobi symbol (mJn), n

odd. This we evaluate by the reciprocity law after shifting out the power of 2
dividing m. It is seen at once that this results in a subroutine of order log n.
The implied constant here can be lowered by various coding tricks depending
on the machine's available instructions. This effort can be pretty rewarding
if the subroutine is to be used to evaluate Dirichlet L-series, for example.
A very useful subroutine of order log n is the power algorithm that finds

the number rn in

where b, nand m are given. If we were to use the recurrence

rk+ 1 == brk (mod m),

the cost would be of order n. Instead, we use

r2k == r/ (mod m) or r2k+1 == br/ (mod m)

and thus construct the nth power by successive squaring with an occasional
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multiplication by b, whenever n has a unit digit in its binary representation,
using an obvious intentional overflow to control the process. To find b" itself
one has only to choose m large enough.
We can use this power subroutine to find primitive roots of a prime p, to

determine power characters using Euler's criterion and to test large numbers
p for primality by the various .converses of Fermat's theorem, each problem
being of order logp. This last problem depends for its success upon an ade­
quate knowledge of the factors of p - 1.When this is lacking one may try to
factor p + 1 instead. In this case the simple power subroutine is replaced
by anotlier which calculates Lucas' function

where cx and /3 are quadratic integers with sum 1, as will be explained in
Riesel's paper this morning. When p + 1 also resists factoring, one may try
to factor p2 + P + 1. Then one uses a still more elaborate subroutine to cal­
culate

where cx, /3,yare cubic integers satisfying

x3 = kx" + kx + 1,

as will be explained in Selfridge's paper this morning. Although this last
subroutine is 18 times as expensive as the simple power subroutine it is still
of order logp, since a duplication formula can be used. In contrast, the simp­
ler test for primality based on Wilson's theorem is impractical, not because
the factorial function is larger than the power function, but because the for­
mer function has no practical duplication formula and thus leads to a cost
of order p.
Other important subroutines of order log p find solutions of quadratic

congruences modulo p and represent p by binary quadratic forms. In spite
of the text books, these problems can be solved via the power subroutine,
Lucas' function V and continued fractions, with a cost of order logp.
Before considering subroutines of higher order, it is well to point out that

logarithmic order allows for (and by Parkinson's Law calls for) the use of
very large values of the parameter, values occupying two or more machine
words. For this reason we must prepare our logarithmic subroutines to oper­
ate in the environment of "multiprecise arithmetic", not just double preci­
sion or any fixed precision. That is, we must prepare subroutines for the
rational operations too. Our logarithmic library now contains some score of
subroutines such as the following
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Addition
Subtraction
Multiplication
Division with remainder
Square root with remainder
Greatest common divisor
Power
Jacobi symbol
Linear equation solver
Decimal to binary input
Binary to decimal output

I have brought over the pole a "source deck" of such a library, prepared
by Dr. Weinberger and myself, for the inspection and reproduction by any
interested member of the Symposium. It is written in FORTRAN IV and
therefore it is available at once to any computing system having a FORT­
RAN compiler. However it may not compete economically with a library
prepared in machine language for a given machine.
The subroutines for multiplication, division, and square root are of order

(log n)2. This increases the order of the subroutines which call for these
operations. Thus if an algorithm, like the power algorithm, involving O(log n)
steps calls on multiplication and division, one must realistically consider its
order to be O(1ogn)3.
When we come to subroutines of order .In we are thinking of fairly small

numbers occupying only one or two machine words. The most obvious ex­
ample of such a routine is that for factoring the integer n by trial divisions.
Every computing establishment has its own "in house" subroutine for this
problem if only for the edification of visitors. Such programs vary widely in
efficiency and sincerity, depending mainly on the method used to generate
the next trial divisor. If one's search extends not to .In but some fixed limit,
then the cost is really more like O(log n). This is often the case when a very
large n is examined for possible small factors before testing for primality or
embarking upon more sophisticated factorization routines.
Another useful algorithm to make into a subroutine of order .In is the

expansion of the regular continued fraction for the square root of n. In app­
lications one is often forced to extend the expansion to its half period P and
there are good heuristic reasons to support the inequality

P < 0.15.Jn logn

so we bring this subroutine at this time. Since the subroutine is often used to
solve the Pell equations

x2 - ny2 = ± 1 or ± 4,
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one must be prepared for very large values of x and y by immersing the sub­
routine in the multiprecision package.
As already mentioned, the solution of a quadratic congruence with a prime

modulus p and the representation ofp by a quadratic form are really problems
of order logp. If we replace p by a composite number m of unknown compo­
sition the price, in each case, goes up to O(Jm). In fact, we can no longer
fall back on Fermat's theorem

aP-1 == 1 (modp)

and the power subroutine. To be sure, we still have Euler's theorem

atP(m) == 1 (mod m)

but we don't know 4>(m). If we had some way of approximating 4>(m), a
search procedure of order log m wolud be practical and we could reduce the
cost accordingly back to O(logm). This simple truth has an analogue in the
theory of composition of binary quadratic forms where 4> is replaced by the
class number function h. In this case we can approximate h by means of the
Dirichlet L-function. This idea is exploited by Shanks in a paper once sche­
duled for Friday morning.
On the question of representing m by a given quadratic form, the distinc­

tion between definite and indefinite forms would, at first, seem crucial to the
cost. However, by a theorem of Chebyshev, the cost in either case is O(Jm).
This rule suffers but one exception, namely when the form is x2 - y2, which
is of course closely related to the factorization of n. Here the direct cost is of
order m since the search for x or y involves one of the inequalities

where the constant N is the limit to which the direct search for prime factors
of m has been pushed in vain. The popularity of this method of factorization
is due to the fact that it is very effective when m is the product of two nearly
equal factors so that it serves as a good supplement to the direct search for
factors. Also when the prime factors of m are known to lie in the arithmetical
progression nt + 1, t = 1, 2, ... , the value of x is restricted to one residue
class modulo n2/2. Hence this algorithm of order m competes strongly with
others of order Jm. In this connection R.S. Lehman has shown recently how
to use many equations of the form

x2 _ y2 = km

with different values of k to produce an algorithm to factor m in only O(ml/3)
steps. For numbers m with no particular properties this method could develop
into an economic asset.
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For problems whose cost is of order n or higher, one is economically
limited to small values of n and relatively short runs, if one is to use the com­
puter in the usual way. For example, if one is to look for primes p ~ x for
which the Fermat quotient

(aP - a)/p

is divisible by p, a problem to be discussed by Brillhart on Friday afternoon,
this will consume vast amounts of machine time for large x since the cost
will be

o( I logp) = O(x)
P~X

(according to the prime number theorem) no matter how many clever sub­
routines are used. To get a problem like this done when the weekend and grave­
yard time is not available one can still use the machine when it would other­
wise stand idle provided it is a modern machine having a central processor
surrounded by a number of peripheral processors. In this case it is possible
to soak up every millisecond of time that the central processor is not occupied
with its paying satellites, provided that one's own program occupies a very
small amount of storage space and uses no input or output devices. Almost
no one but a number theorist has problems of this sort. This technique has
been used pretty steadily on the CDC 6400 machines at Berkeley during the
past couple of years. A surprisingly large percentage of the time can be
snatched from the queue of paying users in this way, something between
70% and 90%, depending on the number of short problems in the queue.
The optimal type of problem here is one in which there is only one answer
which may come up after running many hours. When the answer appears,
we deliberately divide by zero. This causes an alarm and a dumpout of a
section of the memory containing our answer in octal notation.
The advent of the new machine at one's computing establishment offers

another economic opportunity to the number theorist. This is the possibility
of using abandoned equipment. After a few years of service and maintenance
many a machine, in better condition than its new replacement, is abandoned
in favor of some more modern computer. The solid state components of those
parts of the old system that don't move, namely the main frame and the core
memory, need no regular maintenance and will operate reliably for months
on end. Short programs can be read into storage either manually or by a
cheap card reader. The machine can store away its answers for future display.
A few minutes per day suffice to read out answers and to service the queue
of future problems. In this way one has a fully committed computer working
24 hours per day on a whole stack of problems each with its own priority.
The fact that the system solves problems 5 times slower than the new machine,
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that we cannot afford to use anyway, need not worry us too much. The real
degradation consists in having to use machine language coding and octal
representation of numbers. We have been operating an abandoned IBM 7094
at Berkeley in this way for a couple of years now. Types of problems that we
run include

Elimination of small prime factors < 235 from very large numbers
Evaluation of Dirichlet L-functions
Search for primes p dividing (aP - a)/p
Search for even numbers n dividing 2n - 2
Enumeration of special kinds of permutations

besides a host of other short problems that ran in less time than it would
take to describe.
In conclusion, we come to the fourth way that the number theorist can

try to overcome his economic difficulties, namely by using a special "off-line"
computer. A piece of equipment, such as a card punch, is called off-line with
respect to a computing system if it can be given an assignment by the main
computer and be told 'to proceed with this assignment while the main com­
puter goes about other business. An off-line computer would be a small
machine independent of the main computer but depending on it for the
preparation of input data and the processing of output.
The economic advantages to be gained with such a setup include the fol­

lowing: The off-line computer can be a special device and hence not only
cheaper but also faster than the main computer's arithmetic unit. The off­
line computer is also fully committed and hence under no political or econo­
mic pressure from the crowd of general users. The advent of integrated circuit
technology brings the design of very fast special purpose equipment down to
a level at which the prospective user can draw in his own requirements.
Interrupting the main computer for a few seconds, via a remote console, is
becoming commonplace for many computer systems. I forecast an interest­
ing future for the off-line computer concept.
An example of an off-line computer is the Delay Line Sieve, DLS-127 that

has been in constant operation at Berkeley since 1965. It runs without a bud­
get on 100 watts of power and performs calculations which. if done in our
all purpose computers (tying them up completely), would cost something
like a million dollars per month. Since the sieve will not add 2 and 2 it is
easily defended against intrusion by the general user. If the DLS will not add
what will it do? In general it will divide a given number by 31 moduli ~ 127
and decide whether the set of 31 remainders is suitable or not in one micro­
second. This means that it can find large solutions (x, y) of the general Dio­
phantine equation f(x, y) = 0 where f is a polynomial with integer coeffi-
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cients. For example solutions of MordelI's equations x3 = y2 + k (0 < k <
100) about which we are to hear later, were found with x < 1010. Many
other special Diophantine equations have been treated. Especially common
is the problem of representing a given number by a binary quadratic form.
Another class of problems has to do with the discovery of discriminants of
forms with exceptionally small (or large) class numbers or having a single
class in each genus.
The presentation of the problem to the sieve is via the CDC 6400 which

also processes its output. Its services are available, to all number theorists,
especially those at this Symposium, free of charge.
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1. Introduction

Let Y1' Y2' ... be the imaginary parts of the zeros of the Riemann zeta func­
tion above the real axis, arranged in order of magnitude. In this paper we
report on a numerical investigation of sums of the following three types

N

(A) L CnYn
n=1

(e, = - 1,0, 1, not all c; zero)
N

(B) L <t,
n=1

(Cn = - 2, - 1,0, 1,2, not all Cn zero, at most one lenl has
the value 2)

(cn integers with greatest common divisor 1).
N

(C) L CnYn
n=1

The interest in these sums stems from the following theorem of Ingham
(1942).

INGHAM'S THEOREM: Let A. and p, denote the arithmetical functions of
Liouville and Mobius respectively and put

L{x) = L A.(n),,.~~ M{x) = L p,(n).,.~~
If at most afinite number of sums of type (C) are zero then, when x -+ 00,

limx-t L(x) = - 00, Iiiiix-t L{x) = + 00,

limx-t M(x) = - 00, Iiiiix-t M(x) = + 00.

(1)

(2)

For fixedN there are infinitely many sums of type (C) and so it is worth­
while to modify Ingham's theorem as follows.

11
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VARIANT FORM OF INGHAM'S THEOREM. If at most a finite number of sums
of type (B) are zero, then (1) and (2) hold.

We shall give a proof of this variant of Ingham's theorem in the last sec­
tion of the paper. Naturally it would also be desirable to prove a similar
variant involving sums of type (A), but this appears to be much more diffi­
cult if not impossible.
For each value of N from 1 to 20 we have determined the smallest sums of

types (A) and (B), where we use the word "smallest" (as we shall throughout)
to mean "smallest in absolute value". Needless to say no sums of types (A)
or (B) were found to be zero. The minimal values found are given in Table I.

TABLEI. Valuesof SmallestSums of Types (A) and (B)

SmallestSum of Type (A)
InvolvingY1' •.. , YN

PredictedValue Actual Value
(aN)

SmallestSum of Type (B)
InvolvingY1' ... , YN

PredictedValue Actual Value
(bN)

1 9·642 14·1347251417
2 5·760 6·8873144970
3 2·698 3·9888179413
4 1·183 1·4732959513
5 0·4821 1·0368895105
6 0·1922 0·0807720835
7 0·07465 0·0807720835
8 0·02831 0·0210591095
9 0·01067 0·0210591095
10 0·003955 0·0017781898
11 0·001453 0·0017781898
12 0·0005310 0·0002796754
13 0·0001927 0·()()()()286426
14 0·()()()()6931 0·()()()()286426
15 0·()()()()2490 0·()()()()117743
16 0·000008892 0·0000033333
17 0·000003162 0·0000001925
18 0·000001120 0·0000001925
19 0·0000003966 0·0000001925
20 0·0000001397 0·00Q()()()()297

10·02
3·847
1·306
0·4458
0·1480
0·04964
0·01660
0·005524
0·001853
0·0006180
0·0002063
0·00006907
0·()()()()2311
0·000007714
0·000002584
0·0000008642
0·0000002889
0·00Q()()()()966
o·OOQ()()()()323
0·0000000108

14·1347251417
6·8873144970
2·8984965556
0·6821298910
O·2884822691
0·0807720835
0·0594534168
0·0210591095
0·0003058342
0·0003058342
0·0001332060
0·0000593242
0·0000012150
0·0000012150
0·0000004140
0·0000004140
0·0000000458
0·0000000293
0·.0000000293
0·0000000094

Once a computer program was set up to determine the smallest sum of type
(A) for each N, all that was needed to find the smallest sum of type (B) was
to make 20 further runs of the same program, in each of which one of the Yi
was replaced by 2Yi. For this reason the discussion of programs which fol­
lows will be limited to sums of type (A).
Two different programs were used for computing the smallest sum of

type (A) for a given value of N. One was a backtrack program which simply
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computed all possible sums of type (A) involving the firstN zeros and printed
out the coefficients giving the smallest sum for each N. (In order to avoid
duplication we computed only those sums of type (A) in which the first non­
zero coefficient was +1.) Since this program was rather time-consuming, we
used it only for values of N from 1 to 16. The approximate linear relations
found in this way are listed in Tables II and III.

TABLEII. Coefficients of Small Sums of Type (A)

Yl
- Yl + Y 2
- Y 2 + Y3
- Yl + Y 2 + Y3 - Y4

Yl - Y 2 - Y3 + Ys
Yl + Y 2 - Y4 + Ys - Y6

- Yl - Y 2 + Y6 + Y7 - Ys
Yl + Y 2 + Y3 + Ys - Ys - Y10
Yl - Y3 + Ys - Y6 - Y7 + Yl 2
Y 2 - Y4 - Ys + Y7 + Ys - Y9 - Y10 + Yll - Yl 2

+ Y13
- Yl - Y3 + Y4 + Ys - Y7 - Ys - Y9 + Yll + Y13

+ Y14 - YiS
Yl - Y3 + Y4 + Ys - Y6 - Y7 + Ys + Y10 - Y16

- Y3 + Ys - Y7 + Ys + Y9 - Yll + Yl 2 - Y13 + Y16
- Y17

Yl - Y4 - Ys - Y6 + Y7 + Ys - Y9 + Y10 + Y14
-Y1S-Y1S+Y20

= 14·13472 51417
6·88731 44970
3·98881 79413
1·47329 59513
1·03688 95105
0·08077 20835
0·02105 91095
0·00177 81898
0·00027 96754

0·00002 86426

0·00001 17743
0·00000 33333

0·00000 01925

TABLEIII. Coefficients of Small Sums of Type (B)

0·00000 00297

Yl
- Yl + Y 2
- Yl + 2y 2 - Y3
- Yl - Y 2 - Y3 + 2Y4
- Y 1 - Y 2 - Y4 + 2y s

Yl + Y 2 - Y4 + Ys - Y6
Y3 - 2ys + Y7

- Yl - Y 2 + Y6 + Y7 - Ys
- 2Yl + Y 2 + Y3 - Y4 - Ys + Y7 - Ys + Y9

Y 2 + Y4 + Ys + Y 6 - 2y 7 - Y s - Y 10 + Y11
Y 2 + 2Y4 - Ys - Y6 + Ys - Y9 + Y10 - Yl 2
Y1 + Y s - Y 7 + Y s - 2y 10 + Y11 + Y12 - Y 13

- Yl - Y 2 - 2Y3 + Y4 + Y6 - Y7 + Ys + Y9 - Y10
- Yll - Yl 2 + Y14+ YiS

Yl + 2y 2 + Y3 + Y4 + Ys - Y9 - Y10 - Yll - Y12
+Y1S+Y16-Y17

- Y 2 + Y3 + Y4 + Ys - 2Y6 + Y7 - Ys - Y9 + Y10
- Yll + Yl 2 - Y16 + Y1S

- Y 2 - Y4 + Ys - Y6 + Y9 + Y10 - 2Yll - Yl 2 + Y13
+ Y14 - Y1S + Y16 + Y19 - Y20

= 14·13472 51417
6·88731 44970
2·89849 65556
0·68212 98910
0-28848 22691
0·08077 20835
0·05945 34168
0·02105 91095
0·00030 58342
0·00013 32060
0·00005 93242
0·00000 12150

0·00000 04140

0·00000 00458

0·00000 00293

0·00000 00094
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The second program began by calculating all sums of type (A) involving
Yl' ... , YIO (and having first non-zero coefficient equal to + 1). The absolute
values of these sums were then sorted numerically. For each value of N from
11 to 20 each possible sum of type (A) involving Yll' ... , YN (and having its
first non-zero coefficient equal to +1) was computed. For the absolute value
of each sum a binary search was made in the previously obtained sorted list
to determine the values immediately greater and immediately less. The lesser
of the two differences thus found was then a candidate for smallest sum.
The disadvantage of this second program was that the coefficients of only
Yll' ... , YN were immediately recoverable. However, after the value of the
smallest sum was found for a given value of N, we were then able to deter­
mine the other coefficients involved in the smallest sum by simply making
further runs with the zeros permuted, Tables II and III give the coefficients
producing the minimal sums in the various cases.

Consistent results were obtained in the range covered by both programs.
Also, there was complete agreement between calculations made independently
at the National Bureau of Standards using the now defunct "Pilot" computer
and at the University of Illinois using the IBM 360 system.
We used values for Yl' ... , Y20 to fourteen decimal places taken from the

tables of Bigg (1961) and Haselgrove (1961). We are grateful to the Royal
Society for providing us with copies of the relevant portions of these tables.
Spira (1964) also found values for Yl' ... , Y30 to sixteen places which are in
agreement with those found by Bigg (1961) and Haselgrove (1961). In pre­
paring the tables we have truncated our results to ten decimal places, since
the subsequent figures can easily be reconstructed from Bigg's table and the
data in Tables II and III.
In the next section we discuss the values we would expect to get for these

smallest sums on the basis of simple probabilistic arguments. The actual
values found for the minimal sums agree very well with these "predicted"
values. In fact the smallest sums behave so regularly as to suggest that one
would not be very likely to find a zero sum of type (A) or (B) within a finite
amount of computer time. Even so, there is no harm in trying and it would
certainly be worthwhile to extend our data to larger values of N.

2. Probabilistic Considerations

For fixed N consider the 3N numbers we get by listing all sums of type (A)
and in addition the trivial sum with all coefficients zero. These 3N sums are
distributed with mean zero and variance
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Further, since

(N -4 +00),

it follows from Lindeberg's version of the Central Limit Theorem (cf. Feller,
'1966) that the distribution of our 3N sums is approximately normal for large
N. Thus the probability density of these numbers near the origin is about
CT;1(2n)-t and so the number per unit length near the origin is about
3N CTN-1(2n)-t. Thus wewould expect the smallest sum of type (A) to be about

aN = 3-N CTN(2n)t = 3-N{4n(y/ + yl + ... + Yi)}t. (3)

From the familiar asymptotic formula

YN '" 2n NflogN (N -4 +00)

(which is proved, for example, by Ingham (1932)) it is easy to see that

4(nN)3/2
a«> 3N+110gN (N -4 +00).

Now consider for fixedN the (2N + 3)3N-1 numbers we get by listing all
sums of type (B) and in addition the trivial sum with all coefficients zero.
These (2N + 3)3N -1 sums have mean-value zero and variance ri given by

N
+ L {3N-1• 8y/ + 2· 3N-2(2y/ + ... + 2Yj_/

j=l

+ 2Yj+12 + ... + 2yi)}

= 3N-2(4N + 26)(y/ + yl + ... + yi)

or

2 4N + 26 2 2 2 2N + 13 2
'!N = 6N + 9 (Y1 + Y2 + ... + YN) = 2N + 3 CTN·

As in the previous paragraph we would expect the smallest sum of type (B)
to be about

'!N(2n)t 3(2N + 13)t
bN = (2N + 3)3N -1 = (2N + 3)3/2 aN· (4)
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2n3/2 N1/2

bN '" 3N 10gN .

The values of aN and bN computed from formulas (3) and (4) are given in
Table I, so that they can be compared with the actual values of the smallest
sums of types (A) and (B).

3. Proof of the Variant Form of Ingham's Theorem

We now give the proof promised in Section 1 for the Variant Form of
Ingham's Theorem.
As pointed out by Ingham (1942) the assertions (1) and (2) are immediate

if' has a zero with real part greater than t or a multiple zero with real part
equal to t. Thus we may assume that the non-real zeros of, have real part t
and are simple. To prove (1) we put

A(u) = e-u/2 L(eU),
,(2s + 1)

F(s) = (s + tK(s + t)'
1

!Xo='(t)"

To prove (2) we put

A(u) = e-u/2M(eU),
1

F(s) = (s + tK(s + t)' !Xo= o.

In both cases

Ingham's idea was to consider the trigonometric sum

where CXn is the residue of F(s) at s = iYn (n = 1,2, ... ) and CXo is, as above,
the residue of F(s) at s = O. Ingham proved that as u -+ + 00 we have

(5)

and that in both cases
00

L Icxnl = + 00.
n=l

(6)
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If one uses Ingham's assumption that there are at most a finite number of
zero sums of type (C), then (1) and (2) follow immediately from Ingham's
results (5) and (6) and the Kronecker approximation theorem. (For a proof
of Kronecker's theorem see Bohr and Jessen, 1932).
To get (1) and (2) from the weaker assumption that there are at most a

finite number of zero sums of type (B), we argue as follows. If IXn = IIXnleit/>n,

we may write AT*(U) in the form

Now suppose M and N are positive integers satisfying the three conditions
(i) M < N, (ii) any zero sum of type (B) involves only Y1' Y2, •.. , YM-1' and
(iii) YN < T. Let

N

Q(u) = IT {I + cos (Yn U + 4>n)}
n=M

1L 2-lbMI- ...-lbNI cos{bM(YMU + 4>M)+ ...+ bN(YNU + 4>N)}'
bM•...•bN= -1

We consider the mean-value of AT*(U) Q(u), viz.

1 IVK = lim - AT*(U) Q(u)du.
V-++co 2U -v

The limit defining K exists, since the limit

1 IVlim -2 cos (pu + <5) du
V-++co U -v

exists for each pair of real numbers p and <5, the value of the latter limit being° or cos <5 according as P =1= ° or P = 0.
On the one hand

K ~ (sup AT*(U)}' lim -21 IV Q(U) duo
u real V -+ + co U - U

Now our assumption (ii) that any zero sum of type (B) involves only Y1' ... ,
YM-1 guarantees in particular that any zero sum of type (A) involves only
Yh ... , YM-1' i.e., there is no linear relation of the form

°= b~YM + ... + bNYN (bJ = -1,0,1)



18 P. T. BATEMANET AL.
I

except that in which bM = ... = bN = 0. Thus

1 IUlim 2U Q(u) = 1,
U-++co -u

so that
K ~ sup AT*(U) = Urn AT*(U),

ureal u-++ co
(7)

The equality between the sup and Urn follows from the Dirichlet approxima­
tion theorem, which is proved, for example, in Hardy and Wright (1960),
Section 11.12.
On the other hand our assumption (ii) that any zero sum of type (B) in­

volves only 1'1' ... , I'M -1 guarantees that there are no linear relations of the
form

± I'n = bM I'M + ...+ bN I'N (bj = - 1,0, 1)

except for those in which IbMI + ...+ IbNI = 1. It follows that the only
terms in the product AT*(U) Q(u) which contribute anything to its mean­
value are the terms

ao + 2J:M (1 - ~.) la.1 cos2(y. u + t/>J.

Thus

K = ao +.t(1- ~.) 1a.1. (8)

Combining (7) and (8) and using (5) we obtain

ao + •t(1- ~.) la.1 = K .;; IiiiiAT*(U) .;; IiiiiA(u) (9)

under conditions (i), (ii), and (iii) above.
Similarly by considering

1 IUH = lim -2 AT*(u)P(u)du,
U-+co U -u

where

N

P(u) = n {I - cos (I'n u + cf>n)}.
n=M
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we get
lim A(u) .;; lim AT*(U) .;; H = "'0 - .~M ( 1 - ;.) 1",.1

under conditions (i), (ii), and (iii).
The device of using the kernels P and Q to derive (9) and (10) is a familiar

technique in harmonic analysis going back at least to Bohr and Jessen (1932).
For a good presentation of this technique see Katznelson (1968). We could
have shortened the above argument somewhat by simply referring to Theo­
rem 9.3 of Chapter VI of Katznelson's book.
Finally in (9) and (10) we may take T as large as desired while holding M

and N fixed. Thus we have

(10)

N

lim A(u) ~ ao - L lanl
n=M

and N

Urn A(u) ~ ao + L lanl
n=M

for any values of M and N satisfying conditions (i) and (ii) above. In view
of (6) we obtain the desired results

lim A(u) = - 00, Urn A(u) = + 00

by letting N ~ + 00.
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1. Introduction

Late in 1964, John Brillhart embarked upon some extended computations
of the continued fraction expansions of cubic irrationalities. Assisted by
Michael Morrison, he was hoping that some kind of pattern would emerge­
any such pattern would of course be of tremendous value if it could be proved
to exist. No pattern was found but something equally unexpected occurred.
The rea] root of the equation

x3 - 8x - 10 = ° (1)

was found to have the continued fraction expansion:

x = [3,3, 7,4,2,30, 1,8,3, 1, 1, 1,9,2,2, 1,3,22986,

2, 1,32,8,2, 1,8,55,1,5,2,28,1,5, 1, 1501790, ... ].

Altogether 8 partial quotients over 1()()()(} were found: if we write
x = [ao, ah a2' ... ] then

a17= 22986, a33= 1501790,

al03 = 53460, a12l = 16467250,

aS9 = 35657, aSl = 49405,

a139= 48120, a16l = 325927.

This was brought to my attention by D. H. Lehmer who noted that the
discriminant of (1) is -4·163 and asked if the amazingly large partial
quotients found were related to the fact that the class-number of Q(.j -163)
is one.
A. O. L. Atkin later brought to my attention a fact which greatly helped

• This research was supported in part by the N.S.F. under contract GP-13630
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towards an affirmative answer to Lehmer's question. He noted that if we
translate (1) by setting x + 2 = f, then we get the new equation

f3 - 6f2 + 4f - 2 = O. (2)

This equation may be found on p. 725 of Weber (1908). Its occurrence there
relates to the quadratic field Q(.J -163) and its form is due to the fact that
the class-number of this field is one. Let us define the Schlafli modular
function f by

00

fez) = q-1/48 TI (1 + qn-1/2),
n= 1

Im z > O. (3)

Then f (J - 163) is the real root of (2)!

2. Modular Functions and Quadratic Fields

Define Y2(Z) by the equation

f(2z + 3)24 + Y2(z)f(2z + 3)16 - 256 = 0 (4)

and set
(5)

The function J(z) is regular inside the upper halfplane and invariant under
the full modular group, i.e.,

j ( : : : ) = j(z) if ali - Py = I and a, p, y, s are integers;

this property and the first two terms of the expansion

1
J(z) = - + 744 + 196884q + 21493760q2 + ...

q

completely determine J(z).
Let d < 0 be the discriminant of the complex quadratic field Q(J d)

and let h(d) be its class-number. If 1 and to form an integral basis of Q(Jd)
then the importance of J(z) is illustrated by the fact that J(w) generates the
maximal unramified abelian extension of Q(Jd) when it is adjoined to
Q(Jd). In fact J(w) is an algebraic integer of degree exactly h(d). For our
purposes here, we will assume for the rest of this paper that

Idl == 3(mod 8) and 3,td. (6)
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hi k -3 + ~d B . f () . fIn t IScase, we may ta e t» = 2 . ut now In act j W IS a per ect

cube; 12(W) is also an algebraic integer of degree h(d) (Weber, 1908).
Let

._ .(-3 +~d)
] -J 2 '

_ (-3+~d)Y - Y2 2 ' f=f(~d).

We see from (4) that
f24 + v/ " - 256 = O. (7)

Thus f8 is the root of a cubic equation over Q(y) [= Q(j)] and hence is
an algebraic integer of degree ~ 3h(d). In fact, with the restriction (6), f8
is an algebraic integer of degree exactly 3h(d). But in fact we can do better.
Weber (1908) conjectured thatf is itself an algebraic integer of degree 3h(d).
He verified this conjecture in many numerical cases, including d = - 163,
but the conjecture itself has only recently been proved by Birch (1968)
(Weber did prove that j? has degree 3h(d)).
For notational convenience we write the (unique) cubic equation for

fk over Q(j) as
(8)

where k is a positive integer. Here Ak and Bk are integers in Q(j). When we
deal with d = - 163, we get Bl = - 6, Ai = 4 which yields (2).

3. Our Basic Goal and some Numerical Tests Thereof

It is now clear that there is a relation between (1) and Q(",/ -163). Church­
house and Muir (1969) have recently made some extended computations
which related the successive large partial quotients of f(~ -163) with the
successive factors in (3). They also have a very nice discussion of what it
means for several partial quotients off(~ -163) to be "larger than expected".
Our aim is different from theirs. If indeed the theory of modular functions
is responsible for the large partial quotients found, then we should be able to
find modular functions that converge to the numerator and denominator
of the corresponding convergents at t(- 3 + ~ - 163) and the ratio of these
modular functions as series in z should give exceptionally good approxi­
mations to f (2z + 3). Our goal is to find such functions.
If indeed this is possible then we would expect f(~d) to have some

excellent approximations for other d satisfying (6) and h(d) = 1. There are
four other fields which satisfy these conditions. Computations then reveal
the following:
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For d = -67, f3 - 2f2 - 2f - 2 = 0,
f = [2, 1, 11,2,3, 1,23,2,3, 1, 1337,2,8,3, 2, 1, 7,4,2,2,87431, ... ].

For d = - 43, f3 - 2f2 - 2 = 0,
f= [2,2,1,3,1,1,1,1,2,1,5,456,1,30,1,3,4,29866, ... ].

For d = -19, f3 - 2f - 2 = 0,
f = [1, 1,3,2, 1,95,2, 1, 1,2, 1, 127, ... ].

For d = -11, f3 - 2f2 + 2f - 2 = 0,
f = [1, 1, 1,5,4,2,305, ... ].

Note the tendency of the large an's to drift forwards and also to decrease.
This seems a persistent enough pattern to support our goal. The modular
functions that we get should converge to the numerator and denominator
of the exceptional approximations in these cases also.
Next let us ask what turns out to be the key question. Why should justf

have large partial quotients? Why noi f? orr or fS, for example? In fact
these other numbers also have large partial quotients. Consider the case of
d = -163. We repeat some of the details off for ease in comparison.

f is a root of x3 - 6x2 + 4x - 2 = 0, ao = 5,
a17 = 22986, a33 = 1501790, aS9 = 35657,
aSl = 49405, al03 = 53460, a121 = 16467250.

f2 is a root of x3 - 28x2 - 8x - 4 = 0,
all = 126425, a31 = 8259853,
a77 = 271730, a99 = 294038,

aO= 28,
a49 = 1620,

a121 = 90569882.

r is a root of x3 - 800x2 - 160x - 16 = 0,
a4 = 3202800, al2 = 209249628,

aO= 800,
a32 = 41061,

ass = 19068, a78 = 20634, a100 = 6355781.

fS is a root of x3 - 640320x2 - 256 = 0, ao = 640320,
al = 1601600400, a3 = 2135467200, a7 = 20533337,
al9 = 9535605, a3S = 10318433, ass = 3178287878.

Evenf24 gets in on the act. For f24 we find

aO = 262537412640768767(al = 1), a2 = 1335334333499,....
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Furthermore we can relate exceptionally good approximations to Ik with
exceptionally good approximations to 12k. This is because we may rewrite
(8) as

(9)

The determinant of this linear fractional transformation (we will call it
Dk) is

Dk = - (AkBk + 2k)

and is generally not unity. Thus the continued fraction expansions ofr and
f2k are not eventually the same but they are related. In fact since the ex­
pansions ofr and 1/(fk + Bk) are the same after the first term of the former
and first two terms of the latter, and since

2k 1
I = - Ak - Dk .r + Bk'

we see that if Pn/qn is a convergent of fk and

where

then

- AkPn + 2kqn
r, + Bkqn

is a convergent of 12k (say the Nth) and aN+ 1 for r" is given by

an+ 1g2
aN+l ~ IDkl

For d = - 163, we have IDll = 22, ID21 = 228, ID41 = 128016. Thus
we see from the list given earlier that all of the convergents oif" corresponding
to the an+1's listed (k = 1,2,4), except possibly those of 14 corresponding
to a32' ass, a7S yield convergents of 12k and in fact the value of g is large
enough in the three doubtful cases to enable them to work also. In fact the
six values of an+ 1 listed forI correspond to the six values given for 12 which
correspond to the six values given forr which correspond to the six values
given for IS. This means that if we can find modular functions that converge
to the numerators and denominators of the exceptional approximations
to IS, then we can do the same thing forI by using (9) inverted three times:

k _ -Bkf2k + 2k
I - 12k + Ak (10)
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It is interesting to note that for d = - 163, the approximation P16/Q16
ofI corresponds to the approximation Po/qo = ao( = -y) of 18. If we were
to pass to 124 by

124 = 256/8
18 + y'

then we would completely lose this first spectacular approximation (or rather,
it corresponds to 00 =P -1/q -1) while P32/q32 ofI moves up to the integer
Pl/q1 = ao + 1(= - j + 768) approximation to 124.

Let me close this section with an acknowledgment. With the exception of
Brillhart's expansion given after (1), all the computer calculations shown
above were performed by Mr. Richard Schroeppel at M.LT. (the accuracy
was insufficient to trace numerically the last two of Brillhart's eight large
partial quotients for I forward to 18). In addition, Mr. Schroeppel provided
me with equation (9) along with the calculations; he used (9) to find the
continued fraction expansion of 12k from that ofr as a check on his cal-
culations.

TABLE I. The continued fraction expansion off(.Jd)k for certain
values of d and k. Shownare the first fewvalues of

an inf(.Jdl = [ao, aI' a 2' ... ].
0 2 3 4 5 6 7 8 9

0 1 3 2 1 95 2 1 1 2
10 127 2 2 32 1 4 1 35 1
20 7 3 1 1 5 9 7 4 1

f(.J-19)

0 2 3 4 5 6 7 8 9

0 2 2 3 1 1 1 1 2 1
10 5 456 30 1 3 4 29866 2 5
20 1 3 7 1 3 2 5 2 2

f(.J-43)

0 1 2 3 4 5 6 7 8 9

0 2 1 11 2 3 1 23 2 3 1
10 1337 2 8 3 2 1 7 4 2 2
20 87431 1 5 1 1 1 9 130 2075 1
30 158 1 5 2 1 1 4 1 22 4
40 7 1 2 1 1 2 1 3 1 1
50 3 7 1 1 8 122 1 4 15 2
60 3 1 4 1 15 1 1 7 1 1
70 1 9 1 1 4 1 2 1 4 1
80 608 155 1 3 1 2 5 1 5 1
90 5 5 17 1 7 8 3 14 3 1

f(.J-67)
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0 1 2 3 4 5 6 7 8 9

0 5 3 7 4 2 30 1 8 3 1
10 1 1 9 2 2 1 3 22986 2 1
20 32 8 2 1 8 55 1 5 2 28
30 1 5 1 1501790 1 2 1 7 6 1
,40 1 5 2 1 6 2 2 1 2 1
50 1 3 1 3 1 2 4 3 1 35657
60 1 17 2 15 1 1 2 1 1 5
70 3 2 1 1 7 2 1 7 1 3
80 25 49405 1 1 3 1 1 4 1 2
90 15 1 2 83 1 162 2 1 1 1
100 2 2 1 53460 1 6 4 3 4 13
110 5 15 6 1 4 1 4 1 1 2
120 1 16467250 1 3 1 7 2 6 1 95

f(~-163)

0 2 3 4 5 6 7 8 9

0 28 3 2 9 3 18 1 6 14 13
10 2 126425 1 5 1 3 11 8 1 2
20 5 2 2 1 4 9 1 4 2 2
30 1 8259853 12 3 1 2 2 5 3 2
40 1 7 2 11 5 22 1 3 3 1620
50 1 1 5 3 5 1 1 2 2 1
60 1 1 3 1 2 1 30 2 1 3
70 3 1 4 2 1 1 4 271730 1 1
80 2 3 2 6 2 1 3 7 1 2
90 1 20 1 6 2 8 2 1 2 294038
100 4 5 1 2 2 1 1 1 1 5
110 1 5 1 3 1 2 2 3 2 4
120 2 90569882

f(~-163)2

0 1 2 3 4 5 6 7 8 9

0 800 5 1600 5 3202800 4 2000 2 1 1
10 570 1 209249628 2 1 1 20 5 2 1
20 1 1 2 4 5 2 1 2 1 1
30 4 8 41061 2 2 1 2 1 2 11
40 2 1 1 10 4 1 2 2 2 4
50 1 2 1 5 1 2 2 6 19068 1
60 2 17 3 22 1 12 2 1 3 4
70 1 4 1 3 1 1 5 38 20634 3
80 1 4 3 1 1 4 2 12 1 3
90 1 4 1 1 1 4 2 4 3 7
100 6355781

f(~-163)4
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0 2 3 4 5 6 7 8 9

0 640320 1601600400 320160 2135467200 261949 10 1 20533337 1 1
10 4 3 1 3 1369 2 2 14 3 9535605
20 1 3 2 1 2 1 5 1 585 3
30 1 15 2 1 1 10318433 2 1 5 3
40 1 2 1 3 1 1 10 1 1 2
50 2 1 1 3 1 3178287878

f(.J-163)8

4. The Achievement of our Goal

The Ak and B, are actually modular functions of z. However when ex­
panded in series of fractional powers of q = e2niz, the coefficients are not
always rational. This tends to be a nuisance. When we deal with IS, we find
that the coefficients of Bs(z) = Y2(Z) are rational (As(z) = 0). Using q = e2niz,
the expansion of Y2(Z) begins,

Y2(Z) = q-l/3(1 + 248q + 4124q2 + 34752q3 + ...). (11)

The expansion ofI(2z + 3)S begins

1(2z + 3)S = q-l/3( - 1 + 8q - 28q2 + 64q3 - ... ). (12)

Our object is to express/(2z + 3)S as the continued fraction

where the aj are polynomials in Y = Y2(Z) chosen so as to eliminate the
negative (and zero) powers of q at each stage.
We set IXo =1(2z + 3)S and find IXn+ 1 recursively from IXn and an by the

usual continued fraction rule

Comparing (11) and (12), we see that

ao = -Y

and thus 1
IXl = 1(2z + 3)S + Y2(Z)

= 2 ~ 6/(2z + 3)16
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where it is convenient to use (1). From

Y2(Z)2 = q-2/\I + 496q + 69752q2 + 211500Sq3+ ...) (13)

we see that we should take

and now

(X2= = - tq-l/3(I - 136q + I4364q2 + ...).
(Xl- al

Thus we take

and hence

Now

which yields

We now take

and at this point we have run out of accuracy. However, it is clear how we
would proceed if we were willing to start with more terms in (11) and (12).
It is also clear that as will be at least of degree 2 in y.
Let us assemble the convergents Pn/qn which we find from the usual

recursion relations. In order to get rid of needless powers of 2, we will find
these in terms of

We then find
po(r) = sr, qo(r) = 1,

Pl(r) = 2r3 + 1, ql(r) = !r2,

P2(r) = sr- + I2r, q2(r) = r- + 1,

P3(r) = tr6 + 6r3 + 1, q3(r) = trS + l72r2

P4(r) = ~~r7 + \014r4 + 1/18r, q4(r) = ~ir6 + ~ir3 + 1.
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When we set
(
-3+.Jd)

Y = Y2 2 '

we will get rational P« and qn if h(d) = 1,but not necessarily integral P« and
qn' We can expect that the factor that we must multiply through by in order
to get integers will increase with n; the approximation to f8 compared to
qn2 is worsened by this denominator squared and thus only finitely many
of the Pn/qn should be convergents for the ordinary continued fraction ex­
pansion of f(.Jd)8. The number of really good approximations to f(.Jd)
that we get will also be for this reason larger with larger lyl which in turn
corresponds to larger Idl. In the five cases d = - 11, - 19, - 43, - 67, - 163,
we find that 81ywhich helps things very much. We find that r = 4, 12, 120,
635, 80040 respectively.
The three best approximations (of the five that we have found) tof(2z + 3)8

are given by

where in each case the numerators and denominators are (not necessarily
relatively prime) integers when d = -11, -19, -32, -67, -163. When we
trace these back to approximations to f(2z + 3) by applying (10), we find
that for d = -11, the first two already give the convergents P3/q3(a4 = 4)
and PS/qS(a6 = 305) of f(.J -11) and for d = -19, -43, - 67, -163, all
three give convergents for f(.Jd). For each of these last four discriminants
we get the first two spectacular approximations indicated in the expansions
earlier but the third becomes spectacular only as Idl grows. The third corre­
sponds to P14/q14 for f(.J -19) (a1S = 1), to P26/q26 for f(.J -43) (a27 = 5),
to P27/q27 for f(.J - 67) (a28 = 2075), and to PS8/qS8 for f(.J -163)
(aS9 = 35657). It would be interesting to know if there is a ninth non­
spectacular convergent to f (.J - 163) that comes from this process.
It is certainly possible to analyze all of this further to include a discussion

of what multiples of the numerators and denominators we actually end up
with. The numbers Ak and Bk are related to A2k and B2k. If we transpose the
f2k and constant terms of (8) to the other side of the equation and then square
both sides, we find

(14)

If we recall that B8 = y, A8 = 0, then we find from (14) that we may set
for k = 1,2,4,8,

(15)
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and ak and bk are integers (in particular 41T). This conclusion is true for any
discriminant d satisfying the restriction (6); we are of course then dealing
with algebraic integers.
For any algebraic integer r, such that 21r, we find that

if r is also rational then

In the cases of interest to us, this factor 11 occurs only for d = - 67 but
it makes a28 of I(J - 67) about 121 times larger than it would otherwise
have been.
Now when 41r we see that

16Ipo(r), 16Ip2(r), 16111p4(r),

(qo(r),2) = (q2(r),2) = (llq4(r), 2) = 1.

Suppose we have an approximation to18, p(8)jq(8), where

16Ip(8), (q(8), 2) = 1. (16)

Then we get an approximation to 14 given by (10),

p(4) -B4P(8) + 16q(8)
q(4) p(8) + A4 q(8)

Thanks to (15) and (16), we may remove a factor 16 from the numerator
and denominator and take

p(4) = - tb4p(8) + q(8), q(4) = /6p(8) + a4q(8)

(this enlarges the corresponding an+ 1 by a factor of about 256). We see also
that (p(4), 2) = 1. We now get an approximation to12,

p(2) -B2P(4) + 4q(4)
q(2) = p(4) + A2 q(4)

Here we can't remove any factors of 2 and so we set

p(2) = - 4b2P(4) + 4q(4), q(2) = p( 4) + 4a2q(4).
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Note that (q(2),2) = I and 4Ip(2). We are now ready to go tof,

p(l)
q(l) =

- B 1p(2) + 2q(2)
p(2) + A 1q(2)

Here we can save a factor 2 and so we take

pel) = - b, p(2) + q(2), q(l) = !p(2) + al q(2).

For d = -19, -47, -67, -163, we find that in each of the first three
spectacular convergents, (p(I), q(I)) is divisible by 3 (but not 9). When
d = -II, (p(l), q(l)) is not divisible by 3.
When we come to compare the first two spectacular convergents to

f (.J d), we note that the second is even more spectacular than the first. The
reason is that although the same powers of 2 and 3 come out of (p(1),
q(I)) for the first two convergents, the result is relatively prime for the first
and usually not for the second. There are extra common factors

g = 7, 1,7,7,7

in p(l) and q(l) for the second spectacular convergent with d = -11,
-19, -43, - 67, -163 respectively. The result is that the a??+ I corresponding
to the second spectacular convergent is about

times as large as the a?+ I corresponding to the first spectacular convergent.

5. Other Applications of our Results

While there are only five discriminants d satisfying (6) and h(d) = I, there
is no reason why we should restrict ourselves to these. If d satisfies (6) then
we may give exceptionally good approximations to f(.Jd) by quotients of
algebraic integers of degree h(d). For example, we may find good approxi­
mations to f(.J -427) (an algebraic integer of degree 6) by the quotients of
two integers in Q(.J61).
There is still another direction in which we may proceed. Consider the

cubic equation -

x3 + t x2 - 256= 0, (17)

where t is a negative integer, large in absolute value. Any such equation
will have a unique real root and the continued fraction expansion of this root
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will have some partial quotients of the order of t2• For if we let y > .J3 be
determined (uniquely) by

(
-3 + iY)12 2 = t,

then the real root of (17) is f(iy)S. We have even explicitly given in the last
section three excellent convergents as quotients of polynomials in r = - it.
When t is a large positive integer, (17) has three real roots (this is true for

t > 12). In the last section, we have found good approximations to one of
them. In fact if we determine y > 1 uniquely by

then we have found good approximations to f(3 + 2iy)S which is one of
the two negative roots of (17) (the one furthest removed from 0). The other
two roots of (17) are of the order of t -1/2 and hence not well approximable
by polynomials in t.
Now let us consider the cubic equation

(IS)

where s is an integer, large in absolute value. Any such equation will have a
unique real root and the continued fraction expansion of this root will have
some partial quotients on the order of sS. In fact, if we determine y > .J3
uniquely by

(
-3 + iY)12 2 = t = 4s(4 - S3),

the real root of (1S) is f(iy)4. We have A4 = Ss, B4 = - 2S2 and these
numbers satisfy the relation (14) (with k = 4) where Bs = 4s(4 - S3),
As = O. Since

and since we have approximations to f(iy)S with partial quotients of the
order of at least t2 which is of the order of sS, we see that we get approxi­
mations to f (iy)4 with partial quotients of the order of at least sS.
An example of such an equation is given by s = 60 (the value of y is then

transcendental and thus certainly not connected with quadratic fields). We
then have the equation

x3 - 7200x2 + 4S0x - 16 = O.
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Since 21x,we may set x = 2X and the equation for X is then,

X3 - 3600X2 + 120X - 2 = O.

The people at Atlas very kindly furnished the continued fraction expansion
of the real root of this equation. It is given in Table II. Besides the expected
very large partial quotients we-note some others in the neighborhood of
10000. These do not come from the expansion of f(iy)8. We do get partial
quotients for f(iy)4 on the order of s from f(iy)8 but the partial quotients
on the order of 10000 for f(iy)4 originate with f(iy)4 and come from ex­
panding f(iy)4 in a continued fraction with partial quotients being poly­
nomials in s.

TABLEII. The continued fraction expansionof
the real root of X3 - 3600X2 + 120X - 2 = O.

Shown are the values of an in X = [00' 01' 02, ... ].

0 2 3 4 5 6 7 8 9

0 3599 1 28 1 7198 1 29 388787400 23 :}

10 8998 1 13 1 10284 1 2 25400776804 1 1
20 3 4 93 3 1 2 11 1 9 1
30 99 1 3 1 3 9 1 603118914 1 1
40 2 24 1 1 3 2 1 1 2 2
50 1 1 26 1 8 1 18 1 2 2
60 1 2 1 1 3 9 3 2 1 2314761
70 6 1 2 5 5 61 1 1 4 1
80 1 5 1 22 1 4 2 1 1 1
90 9 2 1 1 2 1 2 2 1 1
100 12 1709319

In view of all this, why did Brillhart come up with a cubic related to a
quadratic field? The answer is that the magnitude of the coefficients involved
in his search made sure that any spectacular approximations to f (i y)k
covered by our discussion here that he might find would come with k = 1
(and conceivably 2). While there are infinitely many y ~ ,J3 such thatf(iy)8
is the root of a cubic equation of the form

x3 + tx2 - 256 = 0

with t an integer, and still infinitely many such y with the additional restric­
tion thatf(iy)4 should generate a cubic extension of the rationals, there are
only six values of y satisfying all this and having f(iy)2 generate a cubic
extension of the rationals. This is because the recursion relations (14) are
very restrictive (k = 2,4). They give a set of Diophantine equations with only
six solutions (the corresponding y being ,J3, ,JIl, ,J19,,J43, ,J67, ,J163).
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This is in fact the Heegner (1952) approach to proving that there are only
nine values of d with h(d) = 1. [See also Birch (1968), Deuring (1968) and
Stark (1969)].
We close by mentioning one more aspect of all this. Suppose X = Xes),

Y = yes) are polynomials in s (with complex coefficients) of degrees n
and n - 2 respectively. How small can we make the degree of

Since there are 2n unknown coefficients we would expect that the degree
of F(X, Y) (in s) would be at least n + 1; if it were any smaller, we would
have 2n homogeneous equations in the 2n coefficients and would expect
the 2n unknowns to be all zero. In fact our expectations are wrong. For
infinitely many n, there exist polynomials X and Y (with integral coefficients)
such that the degree of F(X, Y) in s is less than or equal to n - 3. For ex­
ample, if

Xes) = 2s6 - 8s3 + 4, Yes) = S4 - 2s
then

F(X, Y) = - 64(S3 - 1).

I hope to say more about this in the future.
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Some Numerical Computations Relating to Automorphic
Functions

P. CARTIER

University of Strasbourg, France

1. We denote by G the group of all 2 by 2 real matrices with determinant
one and by r the subgroup consisting of the integral matrices in G. Then G
is a three-dimensional real Lie group, r is a discrete subgroup of G, and the
homogeneous space G/r is noncompact and of finite invariant measure.
Let ~ be the Hilbert space L2(G/r) of the square-integrable functions on
G/r; we consider the elements of ~ as functionsfon G satisfying the relation
f(gy) = f(g) for g in G and y in r.We consider ~ as the carrier of the left
regular representation 17of the group G given by (17gf)(g') =f(g-l g').

One of the main problems in the theory of the automorphic functions is to
decompose the representation (17,~) of G into a direct sum and/or direct in­
tegral of irreducible unitary representations. This problem has been dealt
with in depth by Maass, Roelcke, Selberg, Gelfand, and Godement, and the
best account of the known results is due to Godement. Before stating the
results having relevance here, we remind the reader about the definition of
the cuspidal functions and the classification of the irreducible unitary
representations of G.

For every real number t we denote by Zit the matrix

(~ :)
in G. From the equation Zit+t' = Zitut' and the fact that Un belongs to r for
integral n, one deduces immediately that f (gZit) has period one in t for fin
~ and g in G. Since any function f in ~ is locally integrable on G, one sees
from Fubini's theorem the existence of a Fourier expansion

00

f(gZit) = L cn(g) e2Kint.
n= -00

(1)

37
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The functionfin H is called cuspidal if co(g) = 0 for almost all g in G, which
amounts to

for almost all g in G. The cuspidal functions form in ~ a closed subspace
~1 invariant under " (G). We denote by ~2 the orthogonal complement of
~1 in ~, this space being also invariant under ,,(G).
Let K be the rotation group in two variables consisting of the matrices

(-~ !)
with a, b real and a2 + b2 =1. An irreducible unitary representation of G
is said to be of class one if there is in the representation space a nonzero vector
invariant under K. The representations of class one form the principal series
and the complementary series both depending on a continuous parameter,
and the remaining representations form the discrete series. The only series
of relevance to us is the principal series which we describe briefly now.
Let s be a positive real number. By 5\s we mean the space of all measur­

able functions f of two real variables subject to the conditions

f(tx, ty) = t-1+2iSf(x,y) (for t > 0) (2)

f
+OO f+OO

211/112 = -00 If(x, 1)12dx + -00 I/(x, _1)12 dxi). (3)

This is a Hilbert space under the norm IIf II defined by (3). The space s,
splits as the orthogonal sum of the subspaces Sls+ and 5\s- consisting re­
spectively of the even and odd functions in 5\s. If

g = (~ ~)

belongs to G, we define the unitary operator 1ts(g) in Sls as transforming the
function f(x,y) into the function f(ax + cy, bx + dy). We let 1ts+(g) and
1ts-(g) denote respectively the restrictions of 1ts(g) to Sls+ and 5\s-. The repre­
sentations (1ts+,Sls+) and (1ts-' Sls-) are unitary and irreducible for every real
positive s, and when s varies they comprise the principal series.
We can now formulate the main results of the theory:

(a) The representation" of G in the space ~1 of cuspidal functions is a
direct sum of irreducible representations, a given irreducible representation
havingfinite multiplicity.
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(b) The representation 1] of G in ~2 (the space orthogonal to the cuspidal
functions) is unitarily equivalent to the direct integral

the isomorphism being given explicitly by Eisenstein-Epstein series.

2. The representation of G in the space ~2 is well described by the isomor­
phism referred to in (b) above. The situation is less clear concerning the space
of cuspidal functions. It has been shown by Gelfand how to relate precisely
the classical (holomorphic) automorphic forms of integral dimensions to the
occurence of the representations of the discrete series in the space of cuspidal
functions. The major problems up to date can be roughly classified as
follows:

(A) Prove that the representations of the complementary series do not occur
in the space of cuspidalfunctions.

(B) Prove that the multiplicity of a representation of the principal series in
the space of cuspidal functions is at most one.

(C) Find the significance of the set of all real positive numbers such that
(ns+, ~s+) does occur in the space of cuspidal functions (the representation
(ns-' ~s-) cannot occur for obvious reasons).

A conceptual proof of (A) and (B) seems to be out of sight at the time being
and the numbers involved in (C) are highly mysterious. D. K. Faddeev sug­
gested to me that I should try to get some numerical evidence about these
problems. We report our results in some detail now. What has been obtained
so far gives some support to the validity of conjecture (B), while conjecture
(A) can be considered as having been "established" experimentally. Our
present results are too imprecise to throw any light on problem (C) (see
commentary at the end).

3. We shall first transform the problem into a form better suited for numeri­
cal computation. Let II be the Poincare half-plane consisting of the complex
numbers z = x + iy with y > o. We let the group G act to the right on II
by

z. 9 = (az + c)/(bz + d) _ for 9 = (~ ~).
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The differential operator

A = - y2 (::2 + :;2)
as well as the differential form dxdyly' are invariant under G. The set

M = {z = x + iy Ilxl ~ 1/2, x2 + y2 ~ I}

is a fundamental domain for the action of the discrete subgroup r of G acting
on II.
We let also St denote the Hilbert space of measurable functions J on II

such that J(z. y) = J(z) for z in ,II and y in rand

(4)

Let Sto be the dense subspace of St consisting of the twice continuously dif­
ferentiable functions vanishing in some half-plane of the form

{z = x + iYIY ~ Yo> O}.

Then A maps Ro into R and is an essentially self-adjoint operator in R with
that domain Ro, its spectrum being of the form [0, 1/4] U {An In ~ I} with

o < Al < A2 < A3 < A4 ... and lim An = 00.
n-+(X)

We denote by p,(n) the multiplicity of the eigenvalue An'
Easy group-theoretic arguments show the following:

(a) The above conjecture (A) is equivalent to A1 > 1/4.

(b) Let An > 1/4 and put An = s,/ +1/4. Then the representation (1ts"+ ,Rs"+)
occurs in the space of cuspidal functions with multiplicity p,(n) and we get
in this way all irreducible components of the principal series·in ~ l' (In the
sequel we shall speak of the "eigenvalues" sn.)
A further reduction of the problem is due to the fortunate existence of the

symmetry a given by u(x + iy) = - x + iy leaving invariant the set M as
well as the differential operator A. We split therefore the Hilbert space St as
R+ ffi St- (resp. St-) consists of the functions J(x, y) in St which are even
(resp. odd) with respect to x. Let N be the right half of M given by

N = {z = x + iy I0 ~ x ~ 1/2, x2 + y2 ~ I}
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whose boundary we call B (see Fig. 1). The set B consists of the vertical
straight lines B, and B3 and the circular line B2• The corresponding Dirichlet
problem asks for the pairs (f, 1) where f =F0 is a real function in Nand 1
a real number such that the following holds:

(D1) The function f is twice continuously differentiable and satisfies (4).

(D2) ilf= 1[

(D3) f vanishes at infinity in the sense lim f (x + iy) = 0 uniformly for x
between 0 and 1/2. y-+ 00

(D4) f vanishes identically on B.

r

-I

FIGURE 1.

o x

The spectrum of ~ in ~ + is the set of corresponding eigenvalues 1. Similarly,
the spectrum of ~ in ~- is given by the Neumann problem (N) with condi­
tions (N1), (N2) and (N3) identical to (D1), (D2) and (D3) respectively and (N4)
asserting that the normal derivative off along B is identically O.The sought­
for spectrum of ~ in ~ is the union of the spectra for the Dirichlet and
Neumann problems.
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4. Before going into the details of the computations, a few remarks are in
order. The preceding Dirichlet and Neumann problems may seem to be of no
particular scientific value, since similar boundary value problems for second­
order elliptic differential operators are solved everyday in a routine way
for technological or engineering purposes. But our demands were very
drastic. Anything short of say 15 eigenvalues for each problem with a rela­
tive precision of 10-4 was worthless for our purposes whereas most practical
methods of calculation give. only a few eigenvalues with 10-2 or 10-3
accuracy.
Our domain N has two annoying features: the infinitely remote part of

the boundary, and the acute angle at the vertex

Q = 1+ i.J3.
2

A preliminary investigation has shown that the boundary condition at
infinity was rather innocuous for the lowest eigenvalues and that in the
spectral region under study we could safely cut N by an horizontal line C2

at the height 5 say. This is due to the existence of a strong damping factor
going to 0 faster than e-27tY when y goes to infinity (see formula (8)).
In order to understand better the second difficulty, one has to remember

the principle according to which the smaller the drum the higher the tone.
More precisely, if one considers the Dirichlet problem for the operator ~
with two domains D, and D' included in D (under suitable smoothness
assumptions), then the nth eigenvalue

(counted including multiplicity) for D is majorized by the corresponding
eigenvalue

A'" = -1 + s'/

for D'. Moreover by the Weyl-Courant asymptotic formula, there are ap­
proximately Stln eigenvalues A" below t for large t where S is the hyperbolic
area HD dxdy /y2 of D and a similar estimate holds for D' and its hyperbolic
area S'. One expects therefore An/A,,' to be of the order of magnitude of
S'/S and sn/s,,' of the order of (S'/S)t. Any method of numerical computa­
tion has to approximate in some way the domain N and the previous remarks
show that for the required accuracy any unclever approximation may be
disastrous. The factor l/y2 in S = HDdxdy/y2 explains. also why the eigen-
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values respond wildly to any manipulation in the neighbourhood of Q
whereas cutting the highest part of N is relatively harmless.

5. Our first method, a very crude one, consisted of replacing N by the
rectangle R defined by the inequalities 0 ~ x ~ 1/2, 1~ y ~ 5. The method
of separation of variables applies easily and gives eigenfunctions of the
following form (with the self-explanatory indices D and N for the two
boundary problems):

f(x + iy) = sin2npx.g(2npy)

f(x + iy) = cos2npx. g(2npy).·

The function g is a solution of the Sturm-Liouville equation

(
S2 + !)g"(y) = 1-~ .g(y)

with the boundary conditions

(6)

g(2np) = 0,

g'(2np) = 0,

g(10np) = 0

g(1Onp) = O.

We may classify the eigenfunctions according to their mode, the above
eigenfunction being of mode (p, q) in case the zeros of g divide the interval
[2np, 10np] into q subintervals.
The differential equation (6) is germane to the Bessel equation and its

solutions can easily be expressed in terms of the Hankel functions H iv(iX)
with parameter and argument being both purely imaginary. By an unfortu­
nate oversight, these functions are not discussed in the classical text-books
on Bessel functions. They play for hyperbolic equations the same role as
the Bessel functions in the ordinary elliptic case and I suspect that some
physicist working with relativistic elementary particles has met and computed
them. But I have not been able to find a table of numerical values.
To solve the previous Sturm-Liouville problem, I have used the classical

shooting method. Starting from the initial value y = 2np one computes the
two solutions of (6) with initial values as in (7) by the Runge-Kutta method
in the range y = 2np to y = 10np for different values of s. The final values
for y = 10np are expressed as GDP(s) and GNP(s) in their dependence on s.
The qth positive zero Sp,q of the function GDP gives the "eigenvalue" of type
D and mode (p, q) and similarly for type N (the true eigenvalue is S2 + 1/4).
Any solution of (6) has an asymptotic expansion

g(y) '" a i e" + b i e"? for y -+ 00. (8)
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Ideally, we are looking for the solution which vanishes at infinity, that is
for which a = 0 and this special solution exhibits the damping factor men­
tioned before in Section 4. But the slightest numerical error will reintroduce
in the true solution a term a. eY which will overwhelm the rest even for
moderate values of y (and 10np is quite large I). This well-known inherent
instability makes GDP(S) (or GNP(s)) vary very fast in the neighbourhood of
an "eigenvalue", which is a very fortunate circumstance for the calculation
of this "eigenvalue", provided one can rely on the numerical integration
of (6). The phenomenon is clearly illustrated in Fig. 2 for the smallest
"eigenvalue" of type D.

1-00 I
/
I
I
I
I
I
I
I
I

~ Or---------------------------~~----------~__~~

-1-00

I
./
I

/
/

'"
""..,""

-------

- - - - - - - 0 = 9-70

------- 0=9-79

---- 0=9-80

_--- 0= 1000

(solutionvanishingat infinity)

FIGURE 2.

We show in Table I the "eigenvalues" computed by this method. We
recall that the "eigenvalues" of type D for the rectangle R majorize the
"eigenvalues" of type D for the domain N; the square root of the ratio of the
hyperbolic area of R to that of N is (l2/5n)t = 0·87 ....
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TABLE I. "Eigenvalues" for a rectangle.

n "Eigenvalue" s; mode type n "Eigenvalue" Sn mode type
1 8·906 1,1 N 16 20·309 2,2 D
2 9·790 1,1 D 17 20·923 1,7 N
3 11·631 1,2 N 18 21·512 1,7 D
4 12·421 1,2 D 19 22·222 2,3 N
5 13·863 1,3 N 20 22·443 1,8 N
6 14·590 1,3 D 21 23·006 1,8 D
7 15·837 1,4 N 22 23·021 2,3 D
8 16·108 2,1 N 23 23·094 3,1 N
9 16·522 1,4 D 24 23·898 1,9 N
10 17·019 2,1 D 25 23·986 3,1 D
11 17·644 1,5 N 26 24·441 1,9 D
12 18·291 1,5 D 27 24·666 2,4 N
13 19·330 1,6 N 28 25·304 1,10 N
14 19·465 2,2 N 29 25·431 2,4 D
15 19·948 1,6 D

6. The second method has been devised by my colleague P. Mignot, of the
Centre de Calcul de l'Universite de Strasbourg. Both the numerical proce­
dure and the actual programming are due to him.
By a classical integration by parts, the differential equation Il.f = )..f is

transformed into the integral form

fi ( af ag af ag) Ji_._ + _._ dxdy =).. fgdxdy/y2
N ax ax ay ay N

(9)

where g runs over all continuously differentiable functions vanishing off a
compact subset of the interior of N. In order to discretize the equation (9),
we first choose a maximum ordinate Y and subdivide the intervals [0,1/2]
and [..)3/2, Y] by interpolation points

o = Xo < Xl < ...< Xm-l < Xm = 1/2
..)32 < Yo < Yl < ...< Yn-l < Yn = Y.

We then consider the rectangular grid with vertices M ij = (Xi' Yj) for 0 ~ i ~ m
and 0 ~ j ~n. To every vertex M ij with 1~ i ~ m -1 and 1~ j ~n -1
we associate the cross-shaped region Cij which is the union of the rectangles

and

The vertices Mij for which Cij is contained in N form a finite set X and to
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every M ij in X we associate the rectangle

Rij = [t(Xi-1 + x.), t(xi + xi+ 1)] x [t(Yj-l + Yj), t(Yj + Yj+ 1)]'

Let V denote the vector space of all functions on N which are constant on
each of the rectangles Rij for M ij in X and vanish outside the union of
these rectangles. For any f in V, the approximate derivative Dxf takes the
constant value

on the rectangle [Xi- h xJ x [t(Yj-l + Yj), t(Yj + Yj+ 1)] for 1~ i ~ m
and 0 ~ j ~ n and vanishes outside the union of these rectangles. The
approximate derivative Dyf is defined similarly. Notice that the intersection
of two among the considered rectangles is a null set and that the exact value
off, Dxfor Dyfon such a set does not matter. The approximate problem is to
find a function f =1=0 in V and a real number A such that the equation

SIN (Dxf' Dxg + Dyf· Dyg) dx dy = ASINfg dxdyj y" (10)

holds for all g in V.
In the actual computations, the horizontal steps Xi - Xi-l were taken

equal to the constant step h = 112m, whereas the vertical steps hj = Yj - Yj-l
were variable. By tedious routine computations, one transforms the equation
(10) into the linear system

_1_ [hj + hj+1 _h_ ~] r.. __ 1_ hj + hj+1 -t. .
d.2 2h + h'+1 + h. 11) d? 2 .1+1,)
) )))

1 hj + hj+1 1 h
--d2 2 'h-1,j--d d -h-'fi,j+1

j j i+ 1 i+ 1

1 h
-~ T'f"j-1 = Afij

)-1) )

where the unknowns fi,j are the values of the unknown function f at the
vertices M ij in X multiplied by dj. The coefficient d, is given by

[
2h(h. + h.+1) ]td, = ))

) (Yj-1 + y) (Yj + Yj+1) .

(11)

(12)

We enumerate the relevant pairs (i,j) in such a way that (i,j) precedes
(i',j') whenever one has either j < j' or j =j' and i < i'. Then the system
(11) is associated to the eigenvalue problem for a symmetric positive definite
coefficient matrix B, and since any vertex in X has only four neighbours,
B is a band matrix with only 2m - 1 nonvanishing descending diagonals.
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It is therefore advisable to keep the number m of horizontal steps within
reasonable bounds.
The eigenvalue problem was solved by the Ruttishauser-Schwartz proce­

dure. The following Table II gives the numerical results obtained for the
Dirichlet problem in the one among our trials we consider the most accurate.
In this trial, we had 1,903 vertices and the horizontal step h = 0·05 (that is
m = 10). We had Yo = 0·925 and Y= 10 and the following vertical steps:

43 steps of 0·0125 from y = 0·925 to y =1·5
60 steps of 0·025 from y = 1·5 to y = 3
80 steps of 0·05 from y = 3
30 steps of 0·1 from y = 7

to Y = 7
toy= 10.

A comparison with other trails shows that decreasing Y from 10 to 7 by
leaving aside 270 vertices does nothing to the first 9 digits of the eigenvalues,
but decreasing h from 1/20 to 1/30 made a change of about 3 x 10- 3. In
Table II, we consider the first three digits as reasonably significant, but not
the fourth.
In Table III, we give the result of a similar computation for the Neumann

problem, involving 2,026 vertices. In the output from the machine is in­
cluded a bogus, very small, "eigenvalue", which arises from the discretiza-
tion and has no significance. 25i

TABLE II. "Eigenvalues" for the Dirichlet problem.

n sn n sn

1 9·47 9 21·26
2 12·13 10 21·86
3 14·34 II 22·66
4 16·07 12 23·21
5 16·55 13 24·31
6 18·09 14 24·85
7 19·12 15 25·66
8 19·79

T ABLE III. "Eigenvalues" for the Neumann problem.

n sn n s,

1 2·25 8 10·69
2 3·86 9 ]]·80
3 5·42 10 12·53
4 6·73 11 13·53
5 7·38 12 13·67
6 8·96 13 14·77
7 10·03 14 15·40
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7. A comparison of Tables II and III with Table I show that the crude
method was unexpectedly good for the Dirichlet problem (especially for the
first 8 eigenvalues) but gave a completely distorted view of the Neumann
problem. Also, the numerous clusters of eigenvalues for the rectangle
disappear in the more exact results, and this gives a serious hope for con­
jecture (B).

Our plans for future calculations include revisiting the eigenvalues for the
rectangle. By considering the inner rectangle R = [0, 1/2] x [1, 00] and the
outer rectangle R' = [0,1/2] x [.J3/2, 00] wecan get lower and upper bounds
for each eigenvalue. To avoid the instability mentioned above, we shall
integrate the differential equation (6) by a backwards Runge-Kutta method,
using as a starting point an asymptotic expansion of g(y) for y large.
Sufficiently refining this method, we shall be able to offer a numerical proof
for conjecture (A).
The second method has already given its best, until the advent of com­

puters large enough to deal with 20,000 or more vertices. Future calcula­
tions will take into account the fact that the eigenfunctions of A are also
eigenfunctions of the Hecke operators and have associated Dirichlet series
with an Eulerian product. It is expected that calculations along these lines
should be much more accurate.
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1. The integrals of automorphic forms were studied systematically by Eichler
(1957). He introduced a cohomology based on the period polynomials of
the integrals and proved an interesting theorem relating the cohomology
group to certain spaces of cusp forms. Further results were obtained by Gun­
ning (1961) and new proofs of the Eichler-Gunning theorems were supplied
by Husseini and Knopp (to be published).
In the present paper we offer another proof of these theorems. We use an

elementary construction involving Poincare series to prove the existence of
an automorphic integral with preassigned periods. This construction was
suggested and carried out in a special case by Eichler himself (1965). The
existence theorem shows that a certain map is onto. The proof that it is 1-1
is the same as in the Husseini-Knopp paper and is made by application of
the "supplementary function," a device introduced by Knopp (1962).
Professor Knopp has meanwhile generalized the above proof from auto­

morphic forms of integral degree to forms of arbitrary real degree.

2. Let H be the upper half-plane [r ; 1m-r > O}and let r be a discrete group
of linear-fractional transformations acting on H. We write the elements of
r in the form A-r = (a-r+ b)/(c-r+ d) where a,b,c,d are real and ad - be = 1.
Then r is isomorphic to the matrix group {A = (ab I cd)} if we identify A
and -A.
We call a finitely-generated group r an H-group provided it contains

translations and provided every real number is an accumulation point of
images A( (0) with A E r.The real points fixed by parabolic elements of r
are called cusps.
A multiplier system on r is simply a complex character v = v(A), Ivl = 1,

A E r. Let s be an integer. We define a stroke operator with respect to r, s,
and v:

(fls A)(-r) == fls A = ii(A)(c-r+ d)Sf(A-r),
49

A = (.. 1 cd)E r (1)
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where v denotes the complex conjugate. Note that

/Is AB = (/Is A)ls B, (2)

as a consequence of the fact that v is a character.
Let fer) be a function meromorphic in H and at the parabolic cusps and

let / satisfy

(3)

for all A E r.Then we say / is an automorphic form on r of degree s with
multiplier system v, and we write

/E [F, s, v}. (4)

Meromorphicity at a cusp p means the expansion

e( - Kpr/Ap)/lsV('r) = L a(m) e(mr/Ap)
m~M

(5)

has only a finite number of terms with negative exponents (Lehner (1964),
272-273). Here

e(u) = exp (2niu),

v = VpE SL(2, R), V(oo) =p, Apis the "width" at p, and Kp is defined by

where P generates the stabilizer of p in r. The right member of (5) is called
the Fourier series of / at p. When p = i; we have P = (IA 101); we can
choose V = I and (5) becomes the usual Fourier series of a function with
period L
The subspace of cusp forms, i.e., forms that vanish at each cusp, is de­

noted by cO(r, s, v).
When r's [F, 0, v}, then/' = df[dt E {I",-2, v}, since A'(r) = (CT + d)-2.

A generalization of this remark was made by G. Bol (1949). For any analytic
F we have

dr+1
drr+l {(cr + d)' F(Ar)} = (cr + d)-r-2 F(r+l)(Ar), (6)

when r is a nonnegative integer. If in addition Fir A = F, (6) gives

FE [T, r, v} implies F(r+l)E [F, -r - 2, v}. (7)
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Now we are ready to discuss integrals. Let r be a fixed positive integer.
Suppose <I>('r:) is meromorphic in H and at the cusps, and suppose

<1>1,.A = <I>+ WA' AEr (8)

WA being a polynomial (depending on A) of degree ~ r. We call <I> an auto­
. morphic integral on r of degree r and multiplier system v, and we write

<I>E I(r, r, v). (9)

From (6) we deduce

<I>E I(r, r, v) if and only if <1>("+ 1) E [F, - r - 2, v}. (10)

This explains the name "integral."
Again we need to define "merom orphic at the cusp p." With each <I> satis­

fying (8) we associate 4> = <1>(1'+1), which by (10) has a Fourier series of the
form (5). Integrating ,we get

e( -Kp-r/Ap) <I> I V(-r) = L b(m) e(m-r/Ap)+ qp(-r),
m?:u

(11)

with qp a polynomial of degree ~ r + 1. We demand as before that u be
finite. The expansion of an automorphic integral at a cusp, then, consists of a
Fourier series plus a polynomial.
The set of integrals Jt I', r, v) is a complex vector space. It includes {I', r, v},

as an automorphic form satisfies (8) with WA == O. It also includes &>,., the
vector space of polynomials of degree ~ r, since q I A - q E&>,. if q E&>,..
The function <I> is called an integral of the third kind. If the degree of qp

is ~ r for all cusps p, <I>is said to be of the second kind. (<I> is of the first kind
when it is of the second kind and in addition is holomorphic in H and at
the cusps.) <I>will be of the second kind if and only if the constant term in
the expansion of 4> is zero at each cusp.
The polynomial WA = <l>1,.A - <I>is called the period polynomial associated

with A. For convenience wewrite

<l>1,.(A - 1)

in place of <l>1,.A - <1>.From (2) we derive

WAB = <l>1(AB - 1) = <l>1(A - 1)IB + <l>1(B - 1),

or

A,BEr. (12)
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A set of polynomials {w..•, A e F] c &',. satisfying (12) is called a cocycle;
the set of all cocycles forms an abelian group. To each integral there is as­
sociated a unique cocycle, namely, the collection of its period polynomials.
An automorphic form is associated to the cocycle zero. A polynomial q e &',.
is associated to the cocycle {q I (A - 1); A e F] and this is called a coboundary.
The group of cocycles modulo the subgroup of coboundaries is named the
cohomology group Hv1(r, @,.) with coefficient module &',.. Adding an auto­
morphic form to an integral does not change its cocycle. Adding q e &',. to
an integral changes its cocycle by a coboundary, i.e., does not change the
cohomology class of the cocycle. Hence

a formfe {I', -r - 2, v} determines a unique cohomology
class in Hv1(r, &',.). (13)

Eichler considered not H vi but a subgroup Iivi, in which the cocycles {w ..•}
are restricted by the following condition. Let Pi' ... ,P, generate the stabili­
zers of a complete set of inequivalent cusps Pi' ... ,Pt; then there shall exist
polynomials qi e &',. such that

wp = qi I (Pi - 1), i = 1,2, ... , t. (14)

It can be shown that this condition is independent of the choice of {Pi};
moreover, it is a necessary condition if there is to be an integral of the second
kind with periods {w..•} (cf. Lehner (1969), Section 1). The remark (13) can
now be sharpened to:

a cusp form fe cO(r, -r - 2, v) determines a unique
cohomology class in liv1(r, &',.). (15)

Our first object will be to prove an existence theorem (Section 3):

THEOREM 1. Given a cocycle {w..•} satisfying (14), there is an integral of the
second kind <I> whoseperiods are exactly {w..•}. Furthermore cP is holomorphic
in H and at the cusps except for a pole at ioo•

This theorem says that the necessary conditions (12) and (14) are also suf­
ficient.
The theorems of Eichler (1957) and Gunning (1961), also proved by

Husseini and Knopp (loc. cit.), are as follows:

THEOREM 2. cO(r, -r - 2, v) EB cO(r, -r - 2, v) ~ liv1(r, &',.). Here v is
the multiplier system obtained by replacing each v(A) by its complex conju­
gate.
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THEOREM 3. CO(r, - r - 2, v) Ef)C+ (T, - r - 2, v) ~ Hv1(r, f!}J r), where
C+(T, - r - 2, v) is the vector space of forms on r of degree - r - 2 that are
holomorphic in H and at the cusps.

We shall see in Section 4 that Theorem 2 is a consequence of Theorem 1
and of the "supplementary function." The proof of Theorem 3, which we
shall not give here, is very similar to that of Theorem 2.

3. Let {WA} be a cocycle satisfying (14). Let M be a system of right coset
representatives of r co (the stabilizer of ico) in r. Let E(%, ex > 0, be the region
Ixl ~ I]«, y ~ ex.

LEMMA. Let A = (ab I Cd)EM, TEE(%. Then

IWA(T)I ~ ml ITlr(c2 + d2)'/2(log (c2 + d2) + m2) (16)

with positive constants m1, m2'

The proof is given in Lehner (1969), Theorem 1, under the assumption
v == 1, which, however, makes no essential difference in the argument. The
proof uses the iterative relation (12) together with an estimate for the length
of the word representing an element of r in the generators of r (cf. Eichler
(1965)).
In the last-mentioned paper Eichler proves, by means of Poincare series,

that there is an integral of the second kind with periods {WA}' but only for r
a finite-index subgroup of the modular group. This construction can be gen­
eralized to arbitrary H-groups, as is done in Lehner (1969), though the
Poincare series used there are of different type. We may define

'P(T) = - L WA(T)(CT+ d)-r-4(AT - o-r-4,
Aer

(17)

1/I(T)= L (CT + d)-r-4(AT - o-r-4,
Aer

A = (.. 1 cd). (18)

The absolute uniform convergence of (18) in regions E(% is classical, while
that of (17) is proved by the estimate of the Lemma. It is then found without
difficulty that

and of course 1/11- r - 2B = 1/1, so that

tl>l(T) = 'P(T)/1/I(T)

satisfies (8). From the behaviour of the series (17) and (18) at the cusps we
deduce that tl>1 is of the second kind.
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The function <1>1 may, however, have poles in H as well as at the cusps.
But there exists an automorphic form n in [F, r, v} that has the same prin­
cipal parts as <1>1 at points of H and at each cusp of r except ioo' provided
we allow a pole at ioo of sufficiently high order. This follows from the "prin­
cipal parts" theorem of Petersson (1955), p. 384, (A). Since the periods of n
vanish, the function <I> = <I>1 - n satisfies the conclusion of Theorem 1.

4. For the proof of Theorem 2 we shall exhibit the isomorphism by an ex­
plicit map. First let us define the "supplementray function."

Let g(r:, p, v) be the Poincare series belonging to {r, -r - 2, v} with
(integral) parameter p. Define K by v(U) = e(K), 0 ~ K < 1,where U = (lA,101)
is the stabilizer of t; in r. It is known (Lehner, 1964; 272 ff.) that when
p + K < 0, g(r:, p, v) has a pole of order - (p + K) at ioo and vanishes at all
other inequivalent cusps; when p + K > 0, it is a cusp form. The set of
Poincare series with positive parameters spans the space of cusp forms. Let
g = cO(r, -r - 2, v),

s

g( r) = L c, g( r, Pi' v),
i=1

Pi> 0 (19)

where {g(r:, Pi' v), i = 1, ... , s} is a fixed but arbitrary basis for CO(r, -r-2,
v). Let

pi = _ P if K = 0, p' = - 1 - p if K > 0

K' = 0 if K = 0, K' = 1 - K if K' > O.

Note that v(U) = e(K'), 0 ~ K' < 1 and that pi + K' = - P - K. Then define

s

g*(r:) = L Ci g(r:, p/, v).
i=l

We see that g* E {I", -r - 2, v}, has a pole at ioo' and vanishes at all other
cusps. Let G* be that (r + l)st primitive of g* whose expansion at t; is a
pure Fourier series (no additive polynomial). We say G*is supplementary to g.
Clearly G*E fer, r, v) and its cocycle lies in the cohomology class determined
by g*.
The significance of the supplementary function is exhibited by the follow­

ing result.

THEOREM 4. Let r be a positive integer. Let g'E cO(r, - r - 2, v) and let G*
be supplementary to g. Then G* is an automorphicform, i.e., G* E {F, r, v}, if
and only if g == O.

This theorem was first proved by Petersson (1955). Another proof appears
in Husseini and Knopp.
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We are now ready to construct the map of Theorem 2, following the pro­
cedure of Husseini and Knopp. Let j's cO(r, -r - 2, v) and let P(f) be the
cohomology class in Hv1(r, 9r) determined by f. Let 9 E cO(r, -r - 2, v),
let G* be supplementary to g, and let (1.(g)be the cohomology class deter­
mined by g* (i.e., the class of the cocycle of periods of G*). Then the map

{L: (g,f) -+ {L(g,f) = (1.(g)+ P(f)

is clearly a homomorphism of cO(r, -r - 2, v) Ef) cO(r, -r - 2, v) into
Hv1• We must show it is onto and 1-1.
That {L is onto follows directly from Theorem 1. In fact, suppose (w._.) is a

cohomology class in H v1, and suppose ~ is an integral of the second kind with
period cocycle lying in (ill.••). Set cp = dr+l~/d~r+l; then cpE[T, -r - 2, v}
and determines the class (ill.••). From Theorem 1 we can say that cp is holo­
morphic in H and at all inequivalent cusps except t; where it has a pole,
and it has no constant term in its Fourier series at any cusp. Hence with
certain Vj < 0 we have

h

cp(~) = L aj g(~, Vj' v) + f(~) = h(~) + f(~),
j=l

(20)

where plainly fE cO(r, -r - 2, v). Choose

h

9 = L Qj g(~, V/' v)EcO(r, -r - 2, v).
j=l

We have g* = h(~). It follows that {L(g,f) is the cohomology class deter­
mined by h + f = cp, i.e., (ill.••). Hence cp is onto.
The proof that {L is 1-1 can be found in Husseini and Knopp, Section 3,

for the case appropriate to Theorem 3. We have to show that the kernel of {L

is (0,0). So suppose {L(g,f) = O.Then any primitive off + g* is associated
to the class (0); in other words there is a primitive F off and a q E9 r such
that F + G* + q has zero periods, or F + G* + q E [I", r, v}. Thus the expan­
sion at t; of F + G* + q is a pure Fourier series, and since the same is true
of G* by definition, it must be the case also with F + q. The Fourier series of
F + q, however, has no terms with negative exponents sincef = e: l(F + q)/
d~r+ 1 is a cusp form. Hence the principal parts of F + G* + q and G* agree
at ioo• At the other cusps both functions are holomorphic, so the principal
parts are all zero.

Since F + G* + q is now a form, its Fourier coefficients can be calculated
by well-known formulas (cf., e.g., Lehner (1964), ch. IX) and it is seen that
they depend linearly on the coefficients of the principal part. The coefficients
of G* can be calculated by integration from those of g*, the latter being
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known because g* is a linear combination of Poincare series (Lehner, 1964;
298). Comparison of the two sets of coefficients shows that

F + G* + q = G*. (21)

Hence F = -q,which implies! = O.Moreover, (21) shows that G* E [F, r, v},
from which we deduce g =.0 by Theorem 4. This completes the proof
that /1 is 1-1 and the proof of Theorem 2 .
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The Number of Conjugacy Classes of Certain Finite Matrix
Groups

MORRIS NEWMAN

National Bureau of Standards, Washington, D.C., U.S.A.

Let q be a prime power. As usual, let GF(q) denote the finite field with q
elements, GL(n, q) the multiplicative group of non-singular n x n matrices
over GF(q), SL(n, q) the subgroup of GL(n, q) consisting of all n x n matrices
over GF(q) of determinant 1, and PSL(n, q) the group SL(n, q) modulo its
center C. Then SL(n,q) is a normal subgroup of index q -1 of GL(n,q), C
consists of all scalar matrices of SL(n, q), and the orders of these groups
are given by

o(GL(n,q)) = (q" -1) (q" _ q) ... (q" _ q,,-1),
o(SL(n, q)) = (q -1) -1o(GL(n, q)),
o(PSL(n, q)) = 0(C)-1 o(SL(n, q)),

o(C) = (n, q -1).

We are interested in finding the number of conjugacy classes of GL(n, q),
SL(n,q), and PSL(n,q), which we denote by k(n,q), k1(n,q), and k2(n,q),
respectively. In his comprehensive paper on the characters of GL(n, q),
J. A. Green (1955) states (with an obvious slip corrected) that ken, q) is the
coefficient of z" in the infinite product

where </J(z) is the Euler product

CXJ

4J(z) = I1 (1 - z'),
1=1

and 1
w(k,q) = -k LJ.l(d)qk/d

dlk
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is the number of monic irreducible polynomials of degree k over GF(q).
Since the form of the generating function is not as simple as one might wish,
and since the result is stated without proof, we prove here

THEOREM 1. The number ken, q) of conjugacy classes of GL(n, q) is the coeffi­
cient of z" in the infinite product

Thus ken, q) is a monic polynomial in q of degree n with integral coefficients;
and if we write

n
k(n,q) = L ar(n)qr,

r=O

then ar(n) is the coefficient of z" in the infinite product
zr(l- zr+1) (1- zr+2) ....

We first prove

LEMMA 1. Let 1
w(k, q) = -k L Jl(d) s'"

dlk

be the number of monic irreducible polynomials of degree k over GF(q). Then
the following formal power series expansion is valid:

00rI (1- Zk)w(k,q)= 1- qz.
k=1

Proof By the Mobius inversion formula,

L dw(d, q) = qk.
dlk

Put 00

w = rI (1- Zk)w(k,q).
k=1

Then 00 Zk 00

zw'[w = - L kw(k,q)-1 -k = - L )dw(d,q)zk
k=1 -z k=1dTk

= _ f qk Zk = _ qz
k=1 1-qz
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Hence w' = (1- qz)', and the conclusion follows.
We turn now to the proof of Theorem 1. For this purpose, we note that if

A, B are any two n x n matrices over a field F, then A and B are conjugate
over GL(n, F) if and only if A - xl and B - xl are equivalent over
GL(n, F[x]), x an indeterminate. It follows easily that k(n, q) is just the total
number of different Smith normal forms of the matrices A - xl, A EGL(n, q).

Let Pl,P2, ... ,Pt denote the non-constant monic irreducible polynomials
in x over GF(q) of degree not exceeding n, exclusive of the polynomial x.
Put dj = degPj' 1~ j ~ t. Then k(n, q) is just the number of expressions

where the xij are non-negative integers satisfying

1~ j ~t,

and t PIL L xijdj = n.
j= 1 i= 1

The quantities hI' h2' ... , h; are the invariant factors of A - xl, and x must
be omitted since the matrices A are non-singular.
Put

1~ i ~ n, 1~ j ~ t.

Then the new variables Yij are non-negative and must satisfy

t PI

L L {Ylj + Y2j + ... + Yij} d, = n,
i= 1 i=1

which may be rewritten as

t PI

L L (n - i +l)Yijdj = n.
j= 1 i=1

A moment's consideration now shows that the required number is just the
coefficient of z" in the product
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which may be replaced by

t 00I1 I1i (1 - Zkdl)-1
i=1 k=1

without changing the coefficient of z", Since the polynomials Pl,P2, ... ,Pt
comprise q -1 of degree 1, and w(k,q) of degree k for 2 ~ k ~ n, the
expression above becomes

"¢(Z)-(q-1) I1 ¢(Zk)-w(k,q) =
k=2

"¢(z) I1 ¢(Zk)-w(k,q);
k=1

and this may be replaced by

00

¢(z) I1 ¢(~)-w(k,q)
k=1

without changing the coefficient of z".
We now make use of Lemma 1 to get that ken, q) is the coefficient of z"

in the infinite product

00

¢(z) I1 (1 - qzk) -1,
k=1

which is the first part of Theorem 1. The second part of Theorem 1 follows
from the expansion

00 1- Zk 00I1 k = L q' z'(I- Zr+.l) (I - Z,+2) .•. ,
k= 1 1-qz '",,0

obtained by treating q as an independent variable, replacing q by zq, and
determining the coefficients by recurrence. This completes the proof of the
theorem.
The results of Theorem 1 make the polynomials ken, q) especially easy to

compute. Table 1 gives them for 1~ n ~ 10, and the author has computed
them for 1~ n ~ 100 with the aid of the computer of the National Bureau
of Standards.
The corresponding problems for SL(n, q) and PSL(n, q) are much more

difficult, and not completely solved. There is one case, however, which admits
a complete answer: namely, when (n, q -1) =1. For then the center C of



CONJUGACY CLASSES OF CERTAIN FINITE MATRIX GROUPS 61

TABLE I.

n k(n,q)

q-l

2 q2 -1

3 q3 _ q

4 q4 _ q

5 q5 _ q2 _ q + 1

6 q6 _ q2

7 q 7 _ q3 _ q2 + 1

8 q8 _ q3 _ q2 + q

9 q9 _ q4 _ q3 + q

10 q10 _ q4 _ q3 + q

SL(n, q) is trivial, so that SL(n, q) ~ PSL(n, q), and an element cEGF(q)
exists such that c" = () is a primitive element of GF(q). It follows that

GL(n,q) = {cI} x SL(n,q),

the direct product of the cyclic group {cI} of order q -1 and SL(n,q), and
hence the number of conjugacy classes of GL(n, q) must be equal to the
number of conjugacy classes of {cI} multiplied by the number of conjugacy
classes of SL(n, q). Since the number of conjugacy classes of an abelian group
is equal to its order, we have proved the following theorem:

THEOREM 2. Suppose that (n, q -1) = l. Then

k1(n,q) = k2(n,q) = k(n,q)J(q -1).

Table 2 gives ken, q)J(q -1) for 1~ n ~ 10.

The case n = 3 can be treated directly, and it is easy to show:

THEOREM 3. The number of conjugacy classes k ;(3,q) of SL(3, q) is given by

k (3 ) = (q2 + q + 8
1 ,q q2 + q

q == 1mod 3,
otherwise.
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TABLE II.

n k1(n) = k 2(n) = k(n)/(q - 1), (n, q - 1) = 1.

2 q + 1

3 q2 + q

4 q3 + q2 + q

5 q4 + q3 + q2 _ 1

6 q5 + q4 + q3 + q2

7 q6 + q5 + q4 + q3 _ q _ 1

8 q 7 + q6 + q5 + q4 + q3 _ q

9 q8 + q 7 + q6 + q5 + q4 _ q2 _ q

10 q9 + q8 + q 7 + q6 + q5 + q4 _ q2 _ q

Proof We need only consider the case q == 1mod 3. Let f) be a primitive
element of GF(q), and put ct = f)(q-l)/3. Then a complete set of representa­
tives of the conjugacy classes of SL(n, q) (together with the number of each
type) is as follows:

diagtji, p, P); P = 1, ct, ct2 3

q-4

y 0)
PI; P = 1, ct, ct2, Y = 1, f), f)2 •

o P
9

q-4

diag(p, y, £5);py£5 = 1, P ~ y, P ~ £5,y ~ £5,
the sets {P, y, £5}distinct.

!(q2 _ 5q + 10)

B + (1Idet B); det(B - xl) irreducible -! (q2 _ q)

t (q2 + q - 2).A; det A=1, det(A - xl) irreducible
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It is readily verified that every conjugacy class occurs once and once only
in the enumeration above. The most difficult part is counting the number of
the last type. More generally, it can be shown that the number W1 (n, q) of
monic irreducible polynomials over GF(q) of degree n and with constant
term 1 is given by

1 «" -1
w1(n,q) = - LJl(d) (q -I,d) l'

n din q -

A final result of the same type, whose proof we omit, is the following:

THEOREM 4. Let A1,A2, ••• , A,. be r distinct non-zero elements of a field F.
Let S be the totality of n x n matrices over F whose eigenvalues belong to the
set {A1'A2, .•• , A,.} (repetitions allowed). Then S is normalized by GL(n, F)
and the number of conjugacy classes of S over GL(n, F) is p_,.(n), the co­
efficient of x" in the infinite product

00

4J(x)-" = TI (1- xk)-".
k=l

The result is of interest in that the numbersp_,.(n) have been given a natural
combinatorial interpretation. Related remarks on this question may be found
in Petersson (1954) and Newman (1959).

Note added in proof: The generating function (1) was given by Feit, W. and
Fine, N. J. (1960). Pairs of commuting matrices over a finite field.
Duke Math. J. 27, 91-94. I am indebted to J. A. Green for this reference.
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Hilbert's Theorem 94t

OLGA TAUSSKY

California Institute of Technology, Pasadena, California, U.S.A.

1. Introduction, Formulation of Theorem 94, Discussion of Various Proofs,
Examples

Hilbert's Theorem 94 is concerned with the absolute or Hilbert class
field of an algebraic number field. This is the largest extension field which is
both abelian and unramified (i.e. all prime ideals split into different factors
in the extension). Hilbert had conjectured that all ideals of the original
field (call it F) become principal in the absolute class field. Much later this
'principal ideal theorem' was proved by Furtwangler (1930) using Artin's
reciprocity law (1927). However, Hilbert's Theorem 94 is already a genuine
part of the principal ideal theorem and is also in so far a starting point of
class field theory as it connects a fact concerning the field F with a fact
concerning the existence of an extension with prescribed properties. The
extension here is an unramified cyclic field K of odd prime degree p (though
2 also qualifies if the ideal class group in F is considered in the narrow sense
only). Theorem 94 states that an ideal in F belonging to a class of order p
becomes principal in K. Hence the existence of K implies that the class
number of F is divisible by p.
Apart from Hilbert's proof there are proofs implicit in the works of

Brumer and Rosen (1963) and Rosen (1966) alone. Earlier Iwasawa (1956)
connected principal ideal questions with cohomological facts. The author
suggested the application of Artin's methods to this theorem to M. Hall
who then gave a proof on these lines in 1952. Later Browkin and Kisilevsky
found similar proofs, all entirely in terms of finite p-groups.
The theorem is an existence theorem. It does not tell which class of F

becomes principal, nor how many. Since all classes of F become principal
in the absolute class field and since the investigation of the possibilities in its
subfields are far from easy, interest in these problems has dwindled. Yet
the problems are there and recently also Hasse (1967) has stressed them again.

t This work was carried out (in part) under National ScienceFoundations Grant 3909and
11236.Thanks are due to A. Brumer and H. Kisilevskyfor helpful discussions.
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To show their complexity three numerical examples will now be discussed.
The first two are taken from Furtwangler (1916), the third from Scholz and
Taussky (1934).

I. Thefield Q(y' - 21).

This field has a 2-class group of type (2, 2), hence three quadratic un­
ramified extensions generated by y' -7, y' - 3, y'21. In each of them all
classes of F become principal.

II. Thefield Q(y' -195).

This field again has a 2-class group of type (2, 2). The three unramified
quadratic extensions are generated by y' - 3, y'13, y'5. In each of them
exactly one class of F becomes principal and it is a different class each time.

III. Thefield Q(y' - 4027).

This field has a 3-class group of type (3, 3). This is the quadratic field
Q(y' -m), with m a square free positive integer, and m minimal for this type.
In each of the four cubic unramified extensions exactly one class and its

square becomes principal, but in three of them a different class does it while
the fourth field copies one of the earlier three fields. Hence there exists a
class in F which does not become principal in a cubic unramified extension,
only in the whole Hilbert class field.
At present it is not possible to make a guess atthe laws which govern the

behaviour in general. Hence the computation of numerical examples ought
to be continued and programing may be envisaged.t Another approach
is again via p-groups. As in the proof of the principal ideal theorem or in
the proof of Theorem 94 the explicit isomorphism, proved by Artin, between
the class group in F and the Galois group of the extension is used. Next the
class field F 2 of the class field F 1 of F is brought into the picture. It is a normal
extension of F with a non abelian Galois group G, which, however, has an
abelian commutator subgroup. Since only the p-part of all the ideal class
groups is considered, G is a p-group and the study of this group is the main
tool. The difficulties in this approach are of two types:
(1) It is not known which groups G can occur as Galois groups of a second
class field, particularly since one does not even know what class groups occur.
This is not important when one proves that a certain property cannot occur.
However, if one proves that a certain property can occur for a certain G
one has to add "provided this G can occur in numerical cases".

t The method used in Scholz and Taussky (1934) for the case of cyclic extensions uses
rational operations only.
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(2) The proofs have to be carried out for a given GIG' with no knowledge
of G' and of the linkage between GIG' and G' apart from the necessary group
theoretic relations. Hence the proofs have many times to be carried out for
all possible structures of G.
The tower of fields involved is as follows:

F2
I
Kl
I
Fl
I
K
I
F

In this tower every field is contained in all fields above it and the larger field
is normal with respect to the smaller one. The field K 1 is the first class field
of K. Denote the Galois group of F2 with respect to K by S. Then S' is
isomorphic with the Galois group of F 2 with respect to K 1 and SIS' with the
Galois group of K, with respect to K. Further GIS is isomorphic with the
Galois group of K with respect to F and is hence cyclic of order p. Finally,
the Galois group of F 2 with respect to F 1 is G' and GIG' is isomorphic with
the Galois group of F 1 with respect to F, and hence with the ideal class
group in F.
The p-group proof of Theorem 94 consists in showing that the kernel of

the transfer map from G to S mod S' is not empty.

2. A Division into Two Different Cases

By the laws of class field theory the extension field K of F induces a
division of the ideal classes of F into two types which can be described in a
simple way: The classes which contain prime ideals which factorize in K
into p different factors and those which remain prime. The former make
up a subgroup H of the class group of index p while the latter lie in the cosets.
Hence the fields K belong to one of the two following types

A. An element of H becomes principal in K.
B. No element of H becomes principal in K.

These conditions can be given a cohomological interpretation in terms
of the group G and its subgroup S:

A. The cohomology of SIS' is non trivial when viewed as a module
over GIS.
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B. The cohomology of S/S' is trivial when viewed as a module over G/S.

To use number theoretic language one has to replace the module S/S'
by the ideal class group in K and the quotient group G/S by the Galois
group of Kover F.
This interpretation is a special case of a theorem obtained by Kisilevsky

(1968):
Let K be a cyclic unramified extension of F. Let j be the transfer map

from G to S mod S', or, in number theoretic language, the map of the ideal
class group of F into that of K by extension of ideals. Let NK/F be the map
gi +x+ ...+xp-l where g E S/S', x a generating element of G/S and e" = X-I gx;
in number theoretic language N is the map induced by the norm map of the
ideal classes of K into the classes of F. Then [ker j (l HI = IHO(G/S, S/S')I.
He further shows:

HO(G/S, S/S') = 0
if and only if

G/G' = ker j x NK/F(S/S').

3. Some Results Concerning the Occurrence of Cases A and B for Class Groups
of Type (p, p)

In the examples mentioned earlier the distribution is as follows: Q(J -21):
all classes become principal in all extensions K.
Q(J -195): the extension field generated by .J5 is of type A; both the

extension fields generated by .J13 and .J -3 belong to type B, the sub­
groups H belonging to either of them becoming principal in the other.

Q(.J -4027): only one of the four fields belongs to type A.
For type (3,3) the following result was obtained earlier, in Scholz and

Taussky (1934):
Assume that only one class (and its powers) of F becomes principal in

K (this is, e.g., the case for an imaginary quadratic F, because of the lack
of units in F). It then follows that not all of the four relatively cubic ex­
tension fields can belong to type A, nor can all belong to type B. Further
it cannot happen that exactly one of them belongs to type B.
The author showed recently that for p > 3 all these possibilities can

occur for the p + 1 fields K, at least from the group theoretic point of view.
That all can belong to B is shown in Taussky (1970); all alternative proof
for this will be presented here as well as proofs for the two other facts.
The alternative proof uses the fact that in the example of a group G for

which all the K's belong to type B all the groups S/S' are elementary
abelian and of order p3. Further S/S' is a G/S-module. If HO(G/S, S/S') = 0
held, then it would follow that S/S' is a free G/S-module (cf. Serre, 1962;
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p. 150). From this it would follow (see Kisilevsky, 1970; p. 203) that S/S'
has at least the order p". This is alright for p = 3, but not for p > 3.
Before summarising this result some notation for the p-group G will

be introduced. The group G has an abelian commutator subgroup G' and
G/G' is of type (p,p). Let Sl' S2 be the generators of G. The group G' is
generated by the commutator

T = s:' S2-1 SlS2

and all Tf(Sl.S2),where f is a polynomial and TA stands for A -1TA. In
what follows the polynomials will be expressed as polynomials in Ill' 112

where
lli = S, - 1.

The group G is completely determined if the ideal IDlof all polynomials
f(lll' 112)for which Tf = 1 is known. Among these are the relations which
were found by Schreier (1926) and which are the only necessary relations.

THEOREM 1. Let G be ap-group,p > 3, with G/G' of type (p,p) and assume that
the idealIDl is generated by p, 1112,111112'll/. Assumefurther that S/=Till,
Sl = T1l2.This group is of orderps. If this G is the Galois group with respect
to F of the second class field of F then all cyclic unramified extensions of
degree p are of type A and only one class of F becomes principal in' each of
them.

Because of the preceding remarks it is sufficient to show that the p + 1
subgroups S are all elementary abelian of order p3. For this purpose we
state some further facts about the above G, the proofs of which are contained
in Taussky (1970).

Since the Schreier relations are implied by the assumptions made there
is no relation between T, Till, T1l2.The groups S can be defined by {S2' G'}
and {S1S{, G'}, r = 0, ... ,p - 1. The corresponding groups S' are then
{TIl2}, {Till +rIl2}.Since the latter are of order p we have that S/S' is of
order p3. Further, S/S' is elementary abelian in all cases, for it is
{S2' T, Tlll}S', resp. {SlS{, T, TIl2}S' and since S2 has order p with respect
to' {TIl2}, while S~S{ has order p with respect to {Till +rIl2}.It is easy to
check that only one class (and its powers) becomes principal.
We next construct an example of a group G which corresponds to a field

F for which all K's belong to type B.

THEOREM 2. Let G be a p-group with G/G' of type (p,p) and assume that the
ideal IDlis generated by p, 1112,111112'1122;assumefurther that

Sl = TPlll+112
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where p, =IE O(p), p =IE O(p), p,/p a quadratic non residue mod p. This group
is of orderpS. If this G is the second classfield of F then all cyclic unramified
extensions of degreep are of type B and only one class of F becomes principal
in each of them.

Proof As in the preceding theorem the group G is of order pS and is genera­
ted by Sl' S2' T, TAt, TA2. TheSchreier relations are satisfied automatically.
For the group S = {S2' G'} the transfer map does not have S2 in its kernel.
For the groups S = {SlS{, G'} the transfer map does not have SlS2' in
its kernel. For, the transfer is

If this were to lie in {TAl +,A2} then

1+ rp
p, + r r

This implies

or
r(1 +rp) == p, + r(p)

r2p == p,(p),

which is impossible by the assumptions on p and u.

Note that the groups S/S' are not elementary abelian here.
We next show that for p > 3 it is possible to exclude exactly one field

,K for type B.

THEOREM 3. Let G be a p-group with G/G' of type (p,p) and assume that the
idealIDl is generated by p, A/, A1A2, A/. Assumefurther that

A =IE 0, p, =IE O(p).

If this G is the Galois group with respect to F of the second class field of F
then all but one of the cyclic unramified extensions of degree p are of type B
and only one class of F becomesprincipal in each of them.

Proof Again, the Schreier relations are satisfied. Again S is either {S2' G'}
or {Sl S{, G'} and the corresponding groups S' are as before. We then see
that the transfer map of S2 brings it into the corresponding S1', hence we
have here a case of A. However, all the SlS{, r = 0, ... ,p - 1, have a
transfer map TAAl +IlA2+'AA2 ¢sr for the latter is {TAl +,A2} and u =IE O(p).
This completes the proof.
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Reducibility of Polynomials

A. SCHINZEL

Mathematics Institute PAN, Ul Sniadeckich, Warsaw, Poland

I have proved recently (Schinzel, 1970) the following:

THEOREM. For any non-zero integers A, B and any polynomialf(x) with integer
coefficients such thatf(O) =1= 0 andf(l) =1= - A - B there exist infinitely many
irreduciblepolynomials of the form Ax'" + Bx" + f(x).

One stage in the proof of this theorem is the following

LEMMA. Under the assumptions of the theorem there exist integers a, b, d such
that for m == a, n == b mod d, Ax'" + Bx" + f(x) has no cyclotomic factors.

If f(x) =1= Aexp + Bl1xQ,where e = ± 1, 11= ± 1 then, indeed, there exists
d such that every cyclotomic factor of Ax'" + Bx" + f(x) divides ~ - 1
(I.e. Lemma 2). Therefore in order to prove the above lemma it is enough to
establish the existence of integers a, b such that

(AxQ+BXb + f(x), xd -: 1) = 1..

This is done by an enumerative argument, one counts the number of pairs
m, n such that 0 ~ m < d, 0 ~ n < d;

(Ax'" + Bx" + f(x), xd - 1) =1= 1

and one finds that it is less than d2• The count involves some computations,
which are particularly cumbersome if A = B; then the success of the method
depends upon the inequality:

15 ( 2(p2 - 1)) p2 - 1 127-IT 1- +" +14 p(p3 _ p2 _ 3p + 1) L. p(p3 - p2 - 3p + 1) 30

> 4 IT(1 + P ) - 2L P (1)p3 _ p2 _ 3p + 1 p3 _ p2 - 3p + 1'

where p runs over all odd primes.
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In the case A = B = 1 the problem considered has the following analogue
in number theory: do there exist integers k, d such that

(2)

for all m, n ~ 0. This question is of interest in connection with the well
known problem of representing integers as sums of a prime and of powers of
two (see Sierpinski, 1964; Chapter XII, Section 5). Erdos (1950) found k such
that

(2m + k, 224 - 1) > 1

for all m ~ 0. Two students of the University of Warsaw (K. Rukat-Hoinska
in 1962 and K. Gozdek in 1963) tried to satisfy inequality (2) with d = 144
and 420, respectively. Their efforts were unsuccessful; with the best choice
of k there remained about 4·5d and 22d pairs (m, n) with m < d, n < d not
satisfying (2). However the comparison with the problem concerning poly­
nomials shows two differences:

1. The cyclotomic polynomial 4>l (x) is irreducible, while 4>l (2) is not always
a prime.

2. The congruence X' + x" == xP + Xl mod 4>l (x) implies (n, m) == (p, q) or
(q, p) mod I, while 2n + 2m == 2P + 2q mod 4>l (2) does not always imply
the same.

These phenomena indicate that the situation for numbers may differ from
that for polynomials and if one takes into account the small margin by which
(1) holds, it seems that finding fl and k satisfying (2) may not be impos­
sible for a computer.
Here are two problems directly concerning reducibility of polynomials

which may also be treated by a computer.

1. Does there exist a constant K such that every trinomial with integral co­
efficients has an irreducible factor with at most K terms?

2. Does there exist a reducible trinomial of the form

x" - ax" + 1 where n > m > 0, n =1=2m, lal integer > 2?

The origin of the first problem is discussed in Schinzel (1963). The follow­
ing example due to H. Smyczek shows that K if it exists is at least 6.

x10 - 12x2 - 196= (x5 + 2X4+ 2x3 - 4x2 - lOx - 14)

X (x5 - 2X4+ 2x3 + 4x2 - lOx + 14)
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(in the quoted paper, the name Smyczek is misspelled).
The second problem was a subject of M.A. dissertation of T. Karwowska,

who proved that there is no example of reducibility for n ~ 8. A similar
work by Z. Lutczyk on the trinomials x" - ax" - 1 revealed for n ~ 8 only
the following example:

x8 + 3x3 - 1= (x3 + X - 1)(x5 - x3 + x2 + X + 1)

and its trivial derivatives.
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Sums of Squares in the Function Field IR(x, y)

ALBRECHT PFISTER

University Mathematical Institute, Mainz, Germany

1. The problem of representing rational functions as sums of squares was
initiated by Hilbert (1888). In (1893) he showed that every positive definite
rational function in two variables over the reals is a sum of 4 squares. For
simplifications of the proof and generalisations to n variables we refer to
papers by Artin (1927), Witt, Ax (1966), and Pfister (1967). In this talk I
will restrict myself to the original 2-variable case and will make some
comments on the following problem (unsolved at the time of speaking):

Is every positive definite function fe lR(x,y) representable as a sum of 3
squares in lR(x,y)?

The number 3 is the best possible since Cassels (1964) has shown that the
element

is not a sum of 2 squares.

2. I will show that "locally" the answer to the problem is yes. For this let
k = lR(x) and consider K = lR(x,y) = k(y) as a function field in one variable
over k. Let p run through a set of inequivalent valuations of Klk and denote
by K" the completion of K with respect to p, by k" the residue class field of
p. If t e K is a prime element for p then K" = k,,«t» is the field of formal
power series in t over k". We have

Proposition 1. In K" every sum of squares is a sum of 3 squares.

Proof. k" is a finite algebraic extension of k, hence a field of transcendence
degree lover IR.This implies (Witt, 1934; Pfister, 1967)that in k" every sum
of squares is a sum of 2 squares. We now distinguish two cases:
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(a) k" is a non-real field, i.e. -1 is a sum of squares in k". Then - 1= a2 + b2
with a, b E k". This implies

for any IE K".

(b) k" is a (formally) real field. Then the same holds for K,,: 1# 0 being a
sum of squares in K" it then follows that/has a power series expansion

I = 10t 2r + 11f 2r+ 1 + ...

with r E"l., hE k", 10 # O. If now 10 = a2 + b2 in k", a # 0, we see that
a2t').r + 11t2r+1 + ... is a square g2 in K", hence 1= g2 + (btr)2 is a sum
of 2 squares and a fortiori a sum of 3 squares.

3. The original problem is therefore equivalent to the question whether the
Local-Global Principle of Hasse holds for sums of 3 squares in key). In this
respect it is of interest that the principle does hold for sums of 1, 2 or 4
squares.
The first case is easy: 'Let I = c IJpt be the prime decomposition of

IE k(y). If I is a square at the prime spot 1-\corresponding to Pi then,
since Pi is not a square in k"l(Pi», r, must be even. Hence we may suppose
I = C E k, and c is a square in all completions of key), for instance in k((y».
But this implies that c is a square in k.
If now I is a sum of 2 squares everywhere locally then a similar argument

shows that r, must be even for all prime spots Vi with k"i real or k"i non-real
and -1not a square in k",. For the remaining Vi = V we have:

-1= a2 in k" = k[y]/p,

1+ g(y)2 = p(y) q(y)

for some polynomials g(y), q(y) E key] of degree less than deg p. From this
it is easily deduced by induction on the degree of P that p is a sum of 2
squares in key), and then the same result follows for I since sums of 2
squares are closed under multiplication (for details see Pfister, 1967). Note
that the above arguments for sums of 1 or 2 squares work over an arbitrary
field k, not only for k = ~(x).
If finally I is a sum of 4 squares everywhere locally then as above ri must

be even for all Vi with real residue class field k"i' For the other Vi we know
'from the proof of proposition 1 that - 1 is a sum of 1 or 2 squares in k"i
and this in turn implies that the corresponding prime polynomial Pi is a sum
of 2 or 4 squares in k(y). Since also the constant c must be a sum of squares
(in fact of at most two squares) in k = ~(x), and since sums of 4 squares
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are closed under multiplication, the result for I follows. (Note that the
assumption k = lR(x) becomes essential in this case.)
The discussion above suggests on one hand that the Local-Global Principle

should also be true for sums of 3 squares and perhaps for arbitrary quadratic
forms over lR(x, y). But on the other hand, this would imply that sums of
, 3 squares are closed under multiplication, which would be rather surprising
since the corresponding result is not even true for the field Q of rational
numbers (where the Local-Global Principle is known to hold).

4. For positive definite functions I of a special type the following results
are known:
(a) If I is a positive definite polynomial in lR[x, y] of total degree ~4, then
I is a sum of 3 squares in lR[x, y] (Hilbert, 1888).
(b) If I is a positive definite polynomial in lR[x, y] of degree ~ 2 with
respect to y, then I is a sum of 3 squares in ~(x)[y]. This may be seen as
follows:
We can suppose that

Put

with some functions e, 11 E ~(x). Then the condition on e, 11 is
e + g112 = h.

This equation is soluble since a quadratic form of shape (1, g) represents
all totally positive elements of the field lR(x) (Pfister, 1967).

5. The next case which has been studied to some extent is the case where
I has the form

fix, y) = 1+ g(X)y2 + h(X)y4 with g, h E lR[x].

Here I is positive definite whenever

h(r) ~ 0 for all r E IR
and

4h(r) - g(r)2 ~ 0 for all r E IR with g(r) < O.

Suppose that I is a sum of 3 squares in lR(x, y) and therefore (by Cassels,
1964) in lR(x)[y]. Then

3

I = L (a, + bjy + Cjy2)2 with a.; bj' c, E lR(x).
1
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After an orthogonal transformation over !R(x) we may assume that al = 1,
a2 = a3 = 0, which implies b1 = O. The remaining conditions are

This implies

or
(1)

for e = 2c1, 1'/ = 2(b2C3 - b3C2) E !R(x).
A necessary and sufficient condition for I to be a sum of 3 squares is

therefore that the elliptic curve (1) has a "rational point" (e,1'/) over !R(x)
for which g - e and 4h - e2 are positive definite. The trivial point e = g,
1'/ = 0 does not in general satisfy the side conditions since 4h - g2 is not
necessarily positive definite.

From the theory of elliptic curves over function fields (see Ogg, 1962), it
seems likely that (1) has no non-trivial rational points for suitable choice of
g and h, even though locally (i.e. in the completions of !R(x) with respect to
its valuations) such points exist. A particularly promising example is given
by

(2)

This example has been found by Motzkin (1965) and gives the simplest
known positive definite polynomial, namely

which is not a sum of squares of polynomials in !R[x, y]. An expression as a
sum of 4 squares in !R(x) [y] can easily be deduced from

(1- x2y2)2 + x2(1 _ y2)2 + x2(1 _ X2)2y2
fix, y) = 1 2 •+x

Unfortunately however, even for the special functions g, h given by (2), it
seems to be very hard to find rational points (e,1'/) on (1) or to disprove the
existence of such points.

6. In conclusion I should like to suggest that one might search on a computer
for rational points on (1) in the case (2). If the degree of the denominator
C(x) of a hypothetical point

(
A(x) B(X»)

(e,1'/) = C2(x) , C3(x)
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on (1) (where A(x), B(x), C(x) E !R[x]) is of moderate size, this should be
possible. The coefficients of A, B, C, though a priori real numbers, will lie
in some (presumably "small") algebraic number field.

Editorial note. We understand that Pfister and Cassels have independently
, dealt with (1) in the case (2). It follows that Motzkin's polynomial is not the
sum of 3 squares. The answer to the problem is 'No!'.
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The Location of Four Squares in an Arithmetic Progression,
with some Applications

JOHN LEECH

Department of Computing Science, University of Stirling, Scotland

1. Introduction

We consider arithmetic progressions of terms tn = to+nd, where to is the
origin of the progression, d the difference, and n is the location of the term tn.
The progression is trivial if d = 0, otherwise non-trivial. All variables except
angles range over rational numbers; our interest in results relating to integers
will arise only in contexts where multiplication by common denominators is
acceptable because of homogeneity, though locally it will often be assumed
that variables are integers. The number of variables used is so large that it is
not convenient to avoid casual re-use of letters used elsewhere with different
connotations.
The main problems considered in this paper are of the following form.

Given a finite set of integers °= nl, n2' ... , can we choose to and d =1=Osuch
that the terms in locations nl, n2, ... of the arithmetic progression are all
perfect squares? (Clearly nl = ° is no restriction-the choice of origin of the
progression is arbitrary.) It turns out that for sets of three locations this is
always possible, and indeed a general parametric solution can be given, but
for sets of four locations the state of affairs is more complicated. We shall
obtain solutions in all cases where the locations do not fall into either of two
exceptional patterns. In the first of these, the locations are in an arrangement
of the form 0, a, b, a + b; solutions are possible for many values of a, band
are known to be impossible for many others. In the second, the locations are
in an arrangement of the form 0, a", b", (a + b)2. In this case there is always
the trivial solution with to = 0; the question of interest is whether there are
others. Solutions are found for certain values of a, b and are known to be
impossible for a = 1, b = 2; they are probably impossible for many other
values of a, b.
A perfect rational cuboid is a rectangular parallelepiped whose edges, face

diagonals and body diagonal are all integers. It is not known whether any
exists. If one omits the condition on the body diagonal, or on one of the face
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diagonals, the problem reduces to that of finding three squares whose sums
in pairs are all squares or whose differences are all squares respectively. These
problems are both related to the first exceptional pattern for squares in an
arithmetic progression above; the second is related to the problem of finding
right-angled spherical triangles whose sides and angles are such that all their
trigonometrical functions hav.e rational values.
Another problem considered is that of finding sets of unequal integers such

that the sum of their quotients, taken over all distinct pairs, is zero. This has
no solution for sets of fewer than four integers; the problem for sets of four
integers is closely related to that of the second exceptional pattern for squares
in an arithmetic progression above.
Many references in this area are of considerable antiquity. To save space

listing details which few readers will pursue, I list all references earlier than
the present century by their reference numbers in Dickson (1920), for example
Euler (XVI81) refers to footnote 81 of Chapter XVI of Dickson.

2. Three and Four Squares, General Case

Of three squares, we may take any two to be (x ± y)2; then the third is
X2 + 4AXY + y2 for some value of A (the factor 4 is introduced for later con­
venience), so we have to make X2 + 4hy + y2 square. The general solution
of this is x = c(u2 - 1),y = c(2u + 4A), which gives X2 + 4AXY + y2 =
C2(U2 + 4AU + 1)2; this solution is complete and needs no further comment.
Of four squares, we take two to be (x ± y)2 as above, and the others to

be X2 + 4AXY + y2 and X2 + 4Jlxy + y2. We make X2 + 4AXY + y2 square
as above by putting x = u2 - 1,y = 2u + 4A. Then

X2 + 4Jlxy + y2 = u4 - 2u2 + 1+ 4u2 + 16Au + 16A2+ 8Jlu3
+ 16AJlu2 - 8Jlu - 16AJl

= u4 + 8Jlu3 + (2 + 16AJl)u2 + (16A - 8Jl)u
+ (1 + 16A2 - 16AJl),

which it is required to make square, say (u2 + 4Jlu + V)2. Equating these
expressions, we obtain

(2 + 16AJl - 16Jl2 - 2v)u2 + (16A - 8Jl - 8Jlv)u + (1 + 16A2 - 16AJl - v2)
= 0,

or, rearranged in powers of v,

V2+ (8Jlu + 2u2)v - {(2 + 16AJl - 16Jl2)u2 + (16A - 8Jl)u
+ (1 + 16A2 - 16AJl)} = O.

This equation is quadratic in each of U and v, and we seek rational pairs u, v
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which satisfy it. In general, each suitable value of u corresponds to two values
of v and vice versa. A trivial solution is obtained by equating to zero the
coefficient of u2, which corresponds to u infinite or y = ° (since y]x -+ ° as
u -+ (0). This gives VI = 1+ 8,u(A. - ,u), and this in turn gives (apart from u
infinite) UI = ,u - A.. With this value, we have

YI = 2(A. + ,u),

and the squares are

Call this the first solution; it is non-trivial provided that Xl YI =ft 0, i.e.
A. + ,u =ft ° and IA. - ,ul =ft 1. The exceptional cases all correspond to the
required squares being in a set of locations of the form 0, a, b, a + b, i.e.
two of the squares have the same sum as the other two. Fermat (XVll) noted
that his method of "triple equations" fails in just these circumstances, al­
though there may be solutions, e.g. for a = 5, b = 16 (to = 1, d = 3). This,
the first exceptional case, is discussed in Section 3 below.
To obtain a second solution in the general case, we set UI = ,u - A.

and obtain a quadratic in v whose roots are VI = 1+ 8,u(A. -,u) and
V2 = - 1 - 2(A. - ,u)2. This value for V2gives a quadratic in u whose roots are

(A. - ,u)3 - (3A.+ ,u)
UI = ,u - A. and U2 = (A. _ ,u)(A.+ 3,u) + l '

It may be shown that the solutions given by UI and U2 are not equivalent
unless both are trivial, but the second solution, that given by U2' may be trivial
when the first is not. In this case it is found that the first solution has to = °
and the locations of the squares are a set of the form 0, a2, b2, (a + b)2.
Although the arithmetic progression is not trivial in our sense, it is clear
that this solution is to be regarded as trivial. This, the second exceptional case,
is discussed in Section 8 below.
If neither exceptional case obtains, the first two solutions are distinct and

non-trivial, and further solutions may be obtained by repeating the construc­
tion. Thus non-trivial solutions exist in all such cases. Whether or not an
exceptional case obtains, this construction may not give all solutions. For
fixed values of nl' n2, n3' n4 the problem is one of finding rational points on
a cubic curve of genus 1. These are well known to form a finitely generated
group. The solutions constructed by the present method are those generated
by a certain set of generators which mayor may not be the complete set. In the
first exceptional case, the trivial solutions form a finite group of order 8, and
in the second exceptional case agroup of order 12. If in the first exceptional
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case a, b, a + b are all squares, forming a Pythagorean triple, then the points
corresponding to to = ° form with the trivial solutions a group of order 16.
If neither of these conditions obtains, the solutions involved in the present
construction do not form a finite group.

3. Ftrst Exceptional Case

In this case the required squares are in locations 0, a, b, a + b, and we
may therefore (using a different notation) take the squares to be

(z ± t)2 = e ± g,

and we have to investigate for what ratiosf: g these equations can be solved.
We have

from which the factorization

gives
x = ay + Pb,
y = ab - Py,

z = ay - Pb,
t = ab + py.

Now f = 2xy and g = 2zt, whence

b g +f
g -f

(ay - Pb)(ab + py) + (ay + Pb)(ab - py)
(ay - Pb)(ab + py) - (ay + Pb)(ab - py)a

a2 _ p2 2yb
2ap y2 _ b2 .

Write P(h, k) = (h2 - k2)/2hk; then P(h, k) is the ratio of the perpendicular
sides ofa rational right-angled triangle, since (h2 - k2)2 + (2hk)2 = (h2+ k2)2.
Let us call P(h, k) the Pythagorean ratio (or P-ratio for short) formed
from h, k. (P(h, k) is cote, where tan te = k/h.) In this terminology we may
express our conclusion above that solutions are possible in this first excep­
tional case whenever bla is expressible as the product or quotient of two
P-ratios. (We need not distinguish between products and quotients since
P(h + k, h - k) = I/P(h, k), and it will often be more convenient to talk of
products.) Possible values of bla are readily constructed, and we may seek
general classes of values. Among integers we have, for example, n(4n + 3) =
P(4n + 2, 1)/P(2n + 1, 2n) and n(4n - 3) = P(4n - 2, 1)/P(2n, 2n - 1),
which include the integers 7, 10, 22, 27, 45, 52, ....
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A certain amount of negative information is also obtainable. Fermat (XVII)
knew that bla = 2 is impossible; this is the result that four consecutive terms
of an arithmetic progression cannot all be squares. Genocchi (XIV44) ex­
tended this to the case bla =p, solutions being impossible whenever p is a
prime of the form 8n ± 3 such that p2 - 1 has no prime factor of the form
4n + 1. This excludes the values p = 3, 5, 13, 37, 43, .... The proof is by
infinite descent. Similar arguments show that we have no solutions for
bla = 4p if p is a prime such that 16p2 - 1 has no prime factor of the form
4n + 1, or for b]a = tp if p is a prime such that p2 - 16 has no prime factor
of the form 4n + 1. The former enables us to exclude 4p = 8,20,68, ... , and
the latter to exclude i-p for p = 2, 3, 5, 7, 23, ... . These and some similar
results (Leech, unpublished) allow us to conclude that the smallest possible
integer values of bla are 7, 10, 11, 12, 14, and that of rational values having
a + b ~ 10, the only possible values are b]a = 7 above and bla = 5/2 =
P(4, 1)/P(2, 1). The squares in these two cases are 12, 112,292, 312 and 12,
72,112,132 respectively.

4. First Exceptional Case, b/a Square

Because of its applications in Section 6, we give special consideration to the
case where bla is the square of an integer or rational number. In this case
we require Pt«, f3)P(y, c5), and hence also Pt«, f3)/P(y, c5), to be square, and
the product and quotient of a.f3(a.2 - 132) and yc5(y2 - c52) will be square also.
This problem has arisen in several contexts (see XVI8I and cross-references
there cited). The earliest reference is Diophantus (Heath, 1910), who, in
Lemma 2 to Book 5 Prop. 7, gave a triple solution which may be expressed
as follows. If e2 + e1] + 1]2 is a perfect square (2, then the triangles [having
P-ratiosJ formed from (, e, from (, 1] and from (, e + 1] have equal areas. In
our terminology, the product and quotient of any two of the P-ratios P«(, e),
P«(, 1]), P«(, e + 1]) are squares. To make e2 + e1] + 1]2 square, we put
l + m + n = ° and set e = /2 - m", 17= m2 - n2, e + 1] = /2 - n2, ( =
!(l2 + m2 + n2). The six values of the products and quotients of these
P-ratios are then just the squares of the ratios of pairs of the four numbers
e, 17, e + 17, 2(.

Many other solutions exist, and a computer search for them is easily or­
ganised. The values of ta.f3( a.2 - 132) are calculated and their squared factors
removed (values of a.,13which are both odd or are not coprime are omitted).
The list is then sorted into increasing order, and equal values, which give
suitable pairs of P-ratios, are now adjacent. I have a list obtained thus for
all a.,13~ 100, which takes only a few minutes, and the range could be ex­
tended easily.
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Among results of interest found from this table are the following. As re­
marked in Section 2, if a, b, a + b are all squares, forming a Pythagorean
triple, there is a finite group of 16 points on the cubic curve. The table gave
the following non-trivial solutions in which bla is the square of a P-ratio:

P(13, 8)P(14, 1) = {P(4, 1)}2,

P(19;8)P(22, 3) = {P(4, 1)}2,

P( 50, 23)P(96, 73) = {P(8, 5)}2•

The first of these admits generalization. It is a case of the Diophantine solu­
tion given above with 11 = 8, e + 11 = 15, depending on the fact that the
integers 8, 15 satisfy both m2 + n2 = square and m2 - mn + n2 = square.
Now this is precisely the case .A. = 0, Jl = - -1 of the general problem as
dealt with in Section 2, and indeed this is the first solution for these values.
The second solution gives

P(3637, 1768)P(3026, 611) = {P(52, 17)}2,

and further solutions may be found by the same method.
One may enquire what higher powers of rational numbers are represen­

table as products of P-ratios. The table is here less fruitful than that of
Section 6, from which is deduced the example

P(1313, 703)/P(1924, 1919) = 256.

Other powers of integers represented include 33,3\ 112, 132, 182,212,222,
312, all but the first being deducible from the table of Section 6. Powers of
rational numbers represented include (3/4)\ (2/5)4 and (3/14)4.

5. Three Squares whoseSums in Pairs are Squares

This is the classical rational cuboid problem (XIX 1- 30) and has been
treated extensively by Kraitchik (1947). Suppose the sums to be made square
are y2 + Z2, Z2 + x2, x2 + y2, so that ylz, zlx, xly tue P-ratios. Then the
problem is that of finding triads of P-ratios whose product is 1, or equi­
valently finding pairs of P-ratios whose product (or quotient) is also a P-ratio.
When x, y, z have had any common factor removed, we see that one of them
is odd and the other two are even. Kraitchik gives a list of 240 solutions in
which the odd term is smaller than 106, and gives also the parameters IX, p
from which the P-ratios P(IX, P) are formed. Lal and Blundon (1966) give a
list of solutions corresponding to pairs of P-ratios whose parameters do not
exceed 70 and whose quotients are also P-ratios. Their list was made by com­
puter search, and includes eighteen solutions within the range of Kraitchik's
list but absent from it.
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Analysis of these lists of solutions shows that none of them admit combin­
ation so as to give sets of four squares whose sums in pairs are all squares.
However, any two solutions involving a common P-ratio can be combined
to give sets of four squares such that five of the sums of the pairs are squares;
a simple way of constructing such sets is to take any set x, y, z, as above
and adjoin t such that t/z = y]x, which makes t2 + Z2 and t2 + y2 square,
though it seems highly unlikely that t2 + x2 will be square for any such set.
This analysis shows that many P-ratios do not appear in solutions. A

result stated in Section 3 is that the product of two P-ratios cannot be i, so
P(2, 1) cannot occur in any solution, but this seems to be the only negative
result known. A result given by Kraitchik is that for two (or possibly all
three) of the P-ratios involved in any solution the product a.P(a.2 - P2) is
divisible by 11. So in only one of them can we have a.+ P < 11. The only
P-ratios formed from parameters a.,p with sum smaller than 11 occurring in
any of the listed solutions are P(5, 2) and P(4, 3), which occur in the solu­
tions P(5, 2)P(18, 7) = P(8, 3) and P(4, 3)P(10, 1) = P(16, 5). The solution
with the smallest squares is 44, 117,240, corresponding to P(6, 5)P(II, 2) =
P(8, 5); this is also the earliest solution on record (given by Halcke in 1719,
XIXl).
Another problem which has received attention is that of the perfect rational

cuboid, in which we require x2 + y2 + Z2 to be square also. No solution is
known, but attempts to prove that 'none exists (XIX2S-29) are not valid.
Lal and Blundon remark that no solution in their list satisfies this further
condition; Kraitchik does not comment on the possibility. Lal and Blundon
give a solution of the modified problem in which the sum of all three squares
is to be square but the sum of one of the pairs is not, having evidently not
identified this problem with that of the next section.

6. Three Squares whose Differences are Squares

Many writers, notably Euler (see Heath, 1910 or Dickson, 1920), have dis­
cussed two related problems. The first is that of finding sets of three integers,
all pairs of which have their sums and differences squares (XV28) and
cross-references there cited); the other is that of finding three squares whose
differences are all squares (XIX40-44). Clearly the sums of the pairs of
integers in the first problem are squares satisfying the requirements of the
second, and any set of squares satisfying these requirements can, after doubl­
ing their sides if necessary, be made the sums of pairs of three integers satis­
fying the former conditions (perhaps with changes of sign if positive integers
are insisted on). We consider here the problem in the latter form.

Suppose we have a solution of the set of equations x2 + y 12 = Z 12,

x2 + y22 = z/, x2 + Yl2 + Y/ = t". Then the squares t2, Zl2, Yl2 are such
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that the difference between any two of them is square, since t2 - Z12 = Y/,
t2 - Y12= Z22 and z12 - Y12= X2, and so similarly are the squares t2,Z22
and Y2 2. Thus solutions of this problem go in pairs, and it is convenient to
study the problem in the symmetrical form stated, a solution of which will
be referred to as "a solution". If we could solve also the equation
Y12 + Y/ = square, we should have a perfect rational cuboid. Thus if any
such exists it would give three solutions to our present problem; none has
been found among the solutions examined.
To find solutions, we note that X2 + t2 = z/ + Z22, so X2, z/, z/, t2 are

four squares in an arithmetic progression, in the first case of exception (Sec­
tion 3), and further we have b]a = Y//Y12, so we have the special case con­
sidered in Section 4. Also we need the progression to have difference d = 1,
which requires not merely that pea, [3)P(y, <5) be square, but that the numera­
tor and denominator of this product, namely (a2 - [32)(yZ - <52) and 4a[3y<5,
be squares separately. This has many solutions. For example if a, [3,y, <5 are
any integers satisfying pea, [3)P(y, <5) = square, and A = (a2 + [32)2,B =
4a[3(a2 - [32), C = (y2 + <52)2, D = 4y<5(y2 - <52), then both (A2 - B2)
X (C2 - D2) and 4ABCD are squares. Euler (XV28)gave a solution equivalent
to the following. Let a, [3,y~ <5 be the squares of A, B, C, D. Then 4a[3y<5 is
clearly square, and we require to make (A4 - B4)(C4 - D4) square. Euler
listed values of differences of fourth powers, noting that 34 - 24, 94 - 74,
114 - 24 are all square multiples of 65, so any pair will have their product
square.
Another way to find solutions is to note that t2 = Y 12+ z/ = Y22 + z /,

the sum of two squares in two different ways, so it is the product of two sums
of two squares. If Yl/X = pea, [3)and Y2/X = P(y, <5), this gives

t2 = 4(a2y2 + [32<52)(a2<52+ [32y2),

so we require a, [3,y, <5 to satisfy (a2y2 + [32<52)(a2<52+ [32y2) = square. Euler
(XVI8l) satisfied this condition by making each factor square separately,
giving two Pythagorean conditions. Thus ay/[3<5and a<5/[3y are two P-ratios;
their product and quotient are the squares of a/[3 and y/<5, so we have solu­
tions from any pairs of P-ratios whose product and quotient are squares.
For example Diophantus's solution (Section 4) shows that, with l+m+n=O,
we may take a, [3,y, <5 to be [2 + m2 + n2, [2 - m", 12 - n2, m2 - n2 in any
order; thus each set I,m, n gives three distinct solutions, although replacing
I, m, n by m - n, n - I, 1 - m gives only the same set of solutions again.
We have just seen that if a2/[32is the product of two P-ratios, then P(a, [3)

is a P-ratio occurring in a solution to this problem. The converse is also valid,
namely for any P-ratio pea, [3)occurring in a solution of the problem, a2/[32
is the product (or, more immediately, quotient) of two P-ratios. We found
above that the product (a2y2 + [32<52)(a2<52+ [32y2) is square, and the case
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we have to consider is when the factors are not separately square. Their
quotient is square, however, so we have h2(a2,,/ + P2b2) = k2(a2b2 + P2y2)
for some integers h, k. This gives a2(y2h2 - b2k2) = P2(y2k2 - b2h2), from
which it follows at once that P(yk, bh)IP(yh, bk) = a21p2. We thus see that a
necessary and sufficient condition for a P-ratio Pea, P) to be a value of Y [x
. occurring in solutions to the present problem is that a2 Ip2 be expressible as
the product of two P-ratios. This condition, for fixed a, p, is one of finding
rational points on the cubic curve a21p2 = P(u, 1)IP(v, 1) = v(u2 - 1)/(u(v2
- 1)), so if it has any non-trivial solution it will have infinitely many. Results
stated in Section 3 include those that 4 and 9 are not the products of pairs
of P-ratios. Thus P(2, 1) and P(3, 1) do not occur in the solutions of the
problem of this section, and so the simplest and most familiar case of a
rational right-angled triangle, with 32 + 42 = 52, cannot occur in solutions
to the problems of this or the preceding section.

Lyness 1961 observed that solutions of this problem come in sets of five
related solutions, and was led to obtain the sequence u, determined by two
initial non-zero values and the relation u,_ 1u,+1= 1+ u.; which is of period
5 whatever the initial values. In terms of arbitrary U1 and U2, we have

1+ U2U3=---,
U1

1 + U1
Us =---.

U2

Suppose that U1= Y/lx2 and U2 = Y/lx2 in any solution to the problem of
this section. The requirements of the problem are that U1, U2, 1 + U1, 1+ U2'
1+ U1+ U2 be rational squares, so U3' U4' Us are squares also, and any two
consecutive u, can be used to solve our problem. Indeed if x is chosen so that
X2Ui is an integer square for each i, we have a solution of the fivefold com­
posite problem to find integers x, Yl' Y2' Y3' Y4' Ys such that x2 + Y/ and
x2 + Y/ + Yi+ / are all squares (including x2 + Y/ + Y12).

H. S. M .. Coxeter (1971) has observed that this sequence u, is the
algebraic basis of Napier's rules for the solution of spherical triangles. Let
a, b, c be the sides and A, B, C the angles of a spherical triangle, right-angled
at A, and let 01 = b, O2 = 90° - C,03 = 90° - a,04 = 90° - B, Os = c, or
in the polar triangle with a = 90° let 01 = B, O2 = 90° - C,03 = A-90°,
04 = 90° - b, Os = C. Then in either case Napier's rules take the form
sinOi = tanOi-1 tanOi+1 and sinOi = cosOj_2 COSOi+2, all subscripts being
taken modulo 5. If we put u, = COt20i, these rules take the form Uj-1Ui+1=
1+ Uj and Uj-2 u,Uj+2= 1+ Ui-2 + Uj+2. The result that all five u, can be
squares of rational numbers now admits the following interpretation. Each
u, is the square of a P-ratio, and may be expressed as u, = (Pi«, P))2 where
Pia = tan tOi. Then all the trigonometric functions of the 0i are rational, and
we have sets of five right-angled (or quadrant-sided) spherical triangles such
that all the trigonometric functions of their sides and angles are rational
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quantities. Pairs of such right-angled spherical triangles can be combined to
make non-right-angled spherical triangles with all the trigonometric functions
of their sides and angles rational, for example we may abut two triangles
with their right-angled vertices common and a common side of length 01
but the other sides adjacent to the right angle being O2 and Os.
I conclude this section by giving the simplest parametric set of values for

a, {J, and a table, obtained from a computer search, of the numerical values
involving the smallest integers. The parametric solution is derived from
Diophantus's solution of pea, {J)P(y, (j) = square, as given above but is more
concisely stated in terms of parameters p, q, r satisfying p2 + 3q2 = r2, so
that the e, 1], , of Section 4 are p + q, q - p, r respectively. Then the u, are
the P-ratios corresponding to

p q _ p q pr pq qr _ (p2 + q2)
tantO = - = --, -, -,a q + P r 2q2 p2 + 2q2' qr + (P2 + q2) .

A few remarks, based on inspection of the table of solutions and easily
proved, follow. A value of tan tOi is said to be divisible by an integer n when,
being expressed as a fraction in its lowest terms, it has either its numerator
or its denominator divisible by n. Of the five values in any cycle (always
treated cyclically) two adjacent values are not divisible by 2, while of the
other three, which are all divisible by 2, the index of the power of 2 dividing
the middle value is one greater than the sum of the indices of the powers
dividing the others. Similarly two adjacent values are not divisible by 3 while
the middle of the others is divisible by a power of 3 whose index is the sum
of the indices of the powers of 3 dividing the other values. Other primes
either behave in the same way as 3, or they divide only two adjacent values
to the same power, or they divide none of the values. In particular any prime
dividing a value must divide at least one of the adjacent values. It follows
from this that the product of all the numerators and denominators is twice a
square; indeed the square root of eight times the product is the least value
of x such that x and all the Yi are integers. The smallest such values are for
the second cycle in the list, and are x = 78624, Yi = 115668, 508032, 349440,
55432,21645. The smallest triad x, Yl' Y2' also from this cycle, are 104, 153,
672.

7. The Quest for the Perfect Rational Cuboid

As already remarked, it is not known whether any perfect rational cuboid
exists, and part of my interest in the problem of Section 6 was the possibility
that this area, less well worked than that of Section 5, might be more fruitful.
So far it has not been so in this respect, but a survey of the prospects is op­
portune. We saw in Section 6 that the ratio YI2/y/ has to be the product
of two P-ratios in such a way that the products of the numerators and of the
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TABLE. givingallcyclesof parameter pairs(Xi' f1i
in which (XI' f11' (X2' f1 2 do not exceed 50.

(Xl f11 (X2 [32 (X3 f13 (X4 f14 (Xs f1s notes

7 4 5 3 45 11 33 4 32 7 1,2
13 1 9 1 27 14 21 16 13 4
14 3 8 5 55 34 187 39 91 9 1,2
14 5 8 3 54 19 171 55 77 25 1,2
15 7 13 4 143 32 153 44 189 85 1,2
19 9 14 3 49 8 22 7 33 19
21 1 18 1 24 11 22 19 19 7
21 5 19 8 247 128 297 104 385 81 1,2
21 16 11 10 275 37 555 7 196 9 1
21 17 20 9 240 19 418 29 319 119 1
23 7 14 3 32 9 24 11 23 11
24 11 5 2 91 25 195 49 63 22 1
26 7 15 8 190 99 627 161 299 49 1,2,3
26 15 8 7 154 41 451 15 225 13 1,2
26 19 16 1 252 5 175 27 65 57
28 3 13 9 39 31 62 11 176 7
29 3 23 2 64 23 21 16 63 29
29 22 11 1 119 3 126 17 29 24
31 1 22 1 64 33 161 144 217 69
31 23 31 7 108 7 608 81 92 57
33 19 16 9 273 64 98 13 77 19
35 11 31 12 713 288 817 376 1045 301 1,2
36 7 35 33 319 215 1247 34 272 3 1
37 9 17 12 272 161 46 7 37 3
37 20 33 7 1309 171 969 260 800 481 1,2
38 5 21 16 396 301 1419 185 703 25 1,2
38 21 16 5 340 59 1003 231 441 209 1,2
38 21 27 23 207 59 118 5 280 19
40 7 30 7 99 47 1551 851 74 23 1
43 19 33 7 693 124 93 32 76 43
43 24 35 13 1729 335 1273 264 1152 473 1,2
45 17 16 5 217 64 539 186 297 119 1
47 16 13 4 279 91 217 81 47 18
48 29 35 4 931 55 2717 651 522 403
49 11 47 21 171 94 152 51 119 22

Notes: 1. These solutionsare such that (X12(X 22 + f112 f12 2 and (X12 f1 / + f112(X 22
are squares.

2. These solutionsare of the parametricform given in the text.

3 I hi 1· 2 2 f1 2f1 2 2f1 2 f1 2 2 2 2 f 2f1 2 d. n t IS so ution, (Xl (X2 + I 2, (Xl 2 + I (X2 , (X2 (X3 + 2 3 an
(X/l/ + f12 2(X32 are all squares. Since products such as «(X12(X2 + f112 f1/)
«(X2 (X/ + f122 [332) are square multiplesof (X/ + f122, thisispossibleonly when
(X22 + f122 issquare,of which thisistheonly example withintherange of thetable.
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denominators have to be squares separately. To lead to a perfect rational
cuboid, we need also that YI/Y2 is itself a P-ratio. Combining these require­
ments, we require two P-ratios such that the products of their numerators
and denominators are the squares of the numerator and denominator of an­
other P-ratio. Alternatively expressed, by putting the P-ratios involved on a
common denominator 2N, we require an integer N which admits three de­
compositions into pairs of factors N = XIYI = X2Y2 = X3Y3 such that the
differences of squares Xl2 - Y12, X22 - Y/, x/ - Y/ form a geometric
progression; this is equivalent to solving (a2y2 _ p2b2)(a2b2 _ P2y2) =
(a2p2 - y2b2)2 in integers. At the time of writing, I have not pursued this
approach.

A few examples of products of P-ratios which are squares of P-ratios are
given in Section 4. In each case the numerator and denominator of the pro­
duct are non-square multiples of squares, the non-squares being 91, 627, 5037
and 15213571 respectively for the examples displayed. This can hardly be
described as encouraging belief in the prospects of finding an example with­
out a non-square factor. Some encouragement might be gleaned from the
fact that two of the P-ratios whose squares are products of P-ratios are them­
selves products of P-ratios, as any example without a non-square factor
would have to be, namely P(8, 5) = P(6, 5)P(11, 2) and P(52, 17) = P(61, 11)
x P(416, 255).

8. Second Exceptional Case

In this case we require squares of the forms

(2, u2 = (2 + a2d, v2 = (2 + b2d, w2 = (2 + (a + b)2d.

We have

whence
((2 + w2 _ u2 _ V2)2 = 4a2b2d2 = 4(u2 _ (2)(V2 _ (2),

i.e. (u2 + v2 + w2 _ (2)2 = 2(u4 + v4 + w4 _ (4).

This equation is conveniently studied by making the transformation

2x I = t + u + v + w,
2X2 = t - u + v - w,
2X3 = t + u - v - w,
2X4 = t - u - v + w,

2( = Xl + X2 + X3 + X4'

2u = Xl - X2 + X3 - X4,

2v = Xl + X2 - X3 - X4,

2w = Xl - X2 - X3 + X4,

under which it takes the symmetrical form

or
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We thus have to solve, for the case N = 4, the problem of finding sets of
N integers whose quotients in pairs have their sum zero. Much of what
follows can be applied to any N ~ 4; it is obvious that there is no solution
for N = 2 since XI/X2 and X2/XI have the same sign, and it can be proved
by an infinite descent argument that there is no solution for N = 3.

Suppose that Xl' X2' X3 are chosen, and we are seeking values of X4 to
complete solutions. Let Sl' S2' S3 be the symmetric functions Xl + X2 + X3'
X2X3 + X3XI + XIX2, and XIX2X3. Then the equation I:.X/XjXk = 0 becomes

S2X/ + (SIS2 - 3s3)X4 + SlS3 = 0,

and we seek sets of Xl' X2' X3 such that this has rational solutions.

First solution. Put Sl = 0, or Xl = I, X2 = m, X3 = n, say, where 1+ m +
n = O. Then X4 = 0 or X4 = 3s3/S2 = 3Imn/(mn + nl + 1m). Thus, in integers,
X4 = - 31mn and Xl' X2' X3 = (mn + nl + Im)(l, m, n), giving the solution
t = - tlmn, d = - (mn + nl + m), a = 12 - m", b = m2 - n2, a + b = 12 - n2
to our original problem, e.g. 92 + 7(32, 52, 82) = 122, 162, 232. In this
solution a2 + ab + b2 is a perfect square; I, m, n can be chosen such that
a, b are any integers satisfying this condition.

Second solution. Put S2 = O. Then X4 = tSI' so, taking I + m + n = 0 again,
we may put Xl = 3mn, X2 = 3nl, X3 = 31m, X4 = mn + nl + 1m, which leads
to t = - 2(mn + nl + 1m), d = - 3 and again a = 12 - m2, b = m2 - n2,
a + b = 12 - n2, e.g. 142 - 3(32, 52, 82) = 132, 112,22. .

S3 = 0 leads only to X4 = 0 (as well as one of Xh X2, X3 being zero) or
X4 = - Sl' i.e. t = 0, which we have already discounted as trivial. This deals
with all cases in which the quadratic for X4 has a degenerate root and so also
a rational root.

Third solution. Next we make the quadratic for X4 a perfect square. Its dis­
criminant is

If SlS2 = S3' then Xl' X2' X3 are roots of the cubic equation

X3 - SlX2 + S2X - SlS2 = 0, i.e. (x - SI)(X2 + S2) = 0,

and we have Xl = Sl' X2 = - X3 = .J( -S2)' the quadratic for X4 reducing
to S2(X4 - SI)2 = 0; we thus have the trivial solution in which Xl and X4
have the same arbitrary value and X2 and - X3 share another arbitrary value.
If SlS2 = 9s3, this equation may be regarded as a plane cubic curve with

equation
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this has a double point at (1, 1, 1) which enables us to express it parametri­
cally in terms of I,m, n, with I + m + n = 0, as

Xl :X2 :X3 = mn( m- n): nl(n - I): Im(l- m).

The quadratic reduces to S2(X4 + tSI)2 = 0; here we have

Sl = -em - n)(n -/)(1- m),
so we may take

Xl = imn(m - n), X2 = tnl(n - I), X3 = 11m(l - m),
X4 = t(m - n)(n - 1)(1- m).

This gives (= t(m - n)(n - 1)(1 - m), d = - 3(mn + nl + 1m) and yet
again a, b, a + bare 12 - m", m2 - n2, 12 - n2, e.g. 102 + 21(32, 52, 82) =
172,252,382.
We see that these three solutions all give only values of a, b subject to

a2 + ab + b2 square. They are in fact closely related. From any solution
Xl' X2' X3' X4 we can obtain others by replacing each Xi by its reciprocal, or
replacing each Xi by t(xi + X2 + X3 + X4) - Xi. Both transformations pre­
serve the values of a and b; the latter preserves the moduli of t, U, v, wand
so does not give significantly different solutions to our original problem.
Performed alternately, these two transformations give a cycle of six solutions
for the Xi' pairs of which give the same values to (2, u2, v2, w2. The solutions
above with a2 + ab + b2 square are three of such a cycle; the other three
may be derived from them by replacing I, m, n by m - n, n - I, I - m.
The foregoing solutions deal with all cases in which the quadratic for X4

has coincident or degenerate roots. In all other cases the values for X4 will be
distinct, so we can obtain further solutions by forming the symmetric func­
tions of any three of the X in a known solution and solving the quadratic
to find the second value for the fourth x, which must be rational and distinct
from the known value. For this purpose the known solution need not be
non-trivial, and this construction is illustrated beginning with a completely
trivial solution m, m, n, - n. Replacing an m leads to no new solution, as
this is one of the cases in which the quadratic has equal roots, but replacing
X4 = -n is more successful. Here Sl = 2m + n, S2 = m2 + 2mn, S3 = m'n,
and the quadratic reduces to

m(x4 + n)( (m + 2n)x4 + m(2m + n)) = O.

Expressing the new solution in integers, we get

Xl = X2 = m(m + 2n), X3 = n(m + 2n), X4 = -m(2m + n).

As Xl and X2 are still equal, we fix X2' X3' X4 and find a new value for Xl·
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fhis turns out to be

-n(2m + n)(m2 - 2mn - 2n2)
Xl =

. so, expressing the new solution in integers, we get

and
X2' X3' X4 = (2m2 + 2mn - n2)(m(m + 2n), n(m + 2n), - m(2m + n».

These Xi are now all distinct, and we have a non-trivial solution having
t = -m(m + 2n)(m2 - 2mn - 2n2), d = (m2 - n2)(2m2 + 2mn - n2), and
a = 2(m2 + mn + n2), b = 3mn, a + b = (2m + n)(m + 2n). Noticing that
these values of a, b, a + b are unaltered by exchange of m and n, we may
suspect, and duly verify, that this exchange gives two of a cycle of three
solutions related as above. The third solution has

By repeating this process, we can find further parametric solutions, of
increasing degree and complexity, but it does not seem worth while to do so
explicitly. A short computer study of numerical cases involving small in­
tegers (not a search-new solutions were derived only by applying the fore­
going methods to known solutions of the forms given above) was made, and
showed the following two interesting examples.
The second solution above, with I,m, n = 1, 4, - 5, gives Xi = - 20, - 5,

4, -7 (after removing a common factor 3). Fixing the last three and solving
for a replacement for - 20, we find the value - 56/l3, or in integers Xi = 56,
65, - 52, 91 and t = 80, d = - 39, a = 4, b = 7. Replacing these Xi by
t(Xl + X2 + X3 + x4) - Xi we get Xi = 24, 15, -11, 132. Fixing the first
three and solving for a replacement for 132, we get 280/23, or in integers
Xi = 552, 345, - 253,280. This givesthe interesting values t = 462, d = - 299,
a = 9, b = 16, a + b = 25, showing that a, b, a + b can be a Pythagorean
triad of squares. (It also shows the rate at which the size of the integers in­
creases with successive operations.)
The second example may have been noticed before, but if so I have failed

to trace it. The second solution above, with I,m, n = 1, 3, -4, gives Xi = 9,
-12, - 36, l3. Solving for a replacement for -12, we find the value - 520,
giving Xi = 9, -520, -36, l3, and t = 240, d = 1, a = 44, b = 117. This
solution is of interest in that the numbers 240, 44, 117 also give the smallest
solution to the rational cuboid problem (Section 5), so we have simultane­
ously made X2 + y2, X2 + Z2, y2 + Z2 and X2 + (y + Z)2 squares, namely
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2402 + 442 = 2442,2402 + 1172 = 2672,442 + 1172 = 1252 and 2402 +
(44 + 117)2 = 2892. One might regard this as being almost as unlikely as a
solution to the problem of the perfect rational cuboid.
The feature d = 1 of this last example is not so unusual; it gives us solu­

tions with t2 + a', t2 + b2 and t2 + (a + b)2 all squares. Any solution in
which d is square may be so written, an example being the first solution of
this section in which d = - (mn + nl + 1m) which is square whenever I, m, n
are of the form Jl2 - v2, v2 - l2, l2 - Jl2. In such cases a and b have a
common factor. An example in which they do not is 602 + (112, 802,912) =
612, 1002, 1092; this is the solution in smallest integers.
Pocklington (1913) proved by an infinite descent argument that there is no

non-trivial solution with a = 1, b = 2, but this seems to be the only negative
result known. Determining possibility or impossibility for given values of a,
b seems substantially more difficult in this second exceptional case than in
the first exceptional case. Apart from Pocklington's paper, this case seems to
have received no previous attention.
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1. Introduction

Let

T xm(b)= x(x + b) (x + 2b) ... (x + (m -1) b),

where m and b are arbitrary but fixed positive integers, m > 1. We concern
ourselves with the diophantine equation

(1.1)

mainly for the cases m = 2, 3.
It is easy to see that (1.1) has infinitely many solutions for the case m = 2,

b = 1, i.e., the sum of two triangular numbers is infinitely often a triangular
number. An infinite class of solutions is given by the identity:

(
n(n +1) -1) n(n +1) ( 1) = n(n +1) (n(n +1) 1)

2 2 +nn+ 2 2 + .

See Sierpiriski (1964). Three other infinite classes were given by Khatri
(1955):

3k(3k + 1) + (4k + 1) (4k + 2) = (5k + 1) (5k + 2) )

(5k + 4) (5k + 5) + (12k + 9) (12k + 10) = (13k + 10) (13k + 11) jt (1.2)

(15k + 9) (15k + 10) + (Sk + 4) (Sk + 5) = (17k + 10) (17k + 11),

k = 0,1,2, ....

• This work was sponsored, in part, by the U.S. National Bureau of Standards. Reproduc­
tion in whole or in part is permitted for any purpose of the U.S. Government.
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In Section 2 we characterize all solutions of

(1.3)

for any integer b. For b =1, the result subsumes those of Sierpiriski and
Khatri, and it also includes, for b = 0, the Pythagorean triplets case.
To begin with, any solution (x, y, z) of (1.3) for which (x, y, z, b) = d,

induces a solution

x'(x' + b') + y'(y' + b') = z'(z' + b'), (x', y', z', b') = 1,

where

x = x'd, y =y'd, z = z'd, b = S'd,

and conversely. Thus any solution of (1.3) with (x, y, z, b) = d, may be
obtained from a solution x' y' z' with a parameter b', satisfying (x', y', z',
b') = 1. Hence we may assume (x, y, z, b) = 1. Now suppose that (1.3) holds
with b even. If both x and yare even, we have (x, y, z, b) >1. If both x and y
are odd, z must be even. But then the left-hand side of (1.3) is == 2 (mod 4)
and the right-hand side is == ° (mod 4). Hence we may assume, without loss
ofgenerality, that x is odd and y is even if b is even. We prove

THEOREM 1. Let b be a non-negative integer. Suppose that

x(x + b) + y (y + b) = z(z + b), (x, y, z, b) = I (1.4)

for integers x, y, z. Define

d, = (x + z + b, y), d2 = (x + z + s, y + b),}
d4 = (y + z + b,» + b). I

(1.5)
d3 = (y + z + b, x),

Then

(1.6)

Moreover, if b is odd,

x = d3 ((2 - 0) d1 - d4), y = d1 ((2 - 0) d3 - d2), }

(1.7)
z = d1d2 + d3 d4 - (1+ 0) d2 d4,

0=0 or I. (1.8)
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If ~ is even,

d, == d2 == 0 (mod 2). (1.10)

Conversely, given any natural numbers d1, d2, d3, d4 satisfying (1.6) and
integers x, y, z satisfying (1.7), (1.8) for ~ odd; (1.9), (1.10) for b even; the
relations (1.4), (1.5) hold.

Example. A case in point is x = 3, y = 6, Z = 7, ~ = 2. Then d1 = 6, d2 = 4,
d3 = 3, d4 = 5.

Next we give in Section 2 an infinite subclass of solutions of (1.4) which
includes the solutions (1.2) as special cases. Section 2 concludes by proving,
as an application of Theorem 1, that

T/(1) + T/(1) = 4T/(1)

has infinitely many solutions in integers x, y, z.
Section 3 deals with the case m = 3. In connection with Fermat's con­

jecture, A. Ben-Menahem recently raised the question of the solvability of
the diophantine equation

(1.11)

M. Shimshoni with the assistance of Miss E. Sadie searched for solutions
by means of a computer for 1~ ~ ~ 10. For each of these values of ~, several
solutions were found. The relatively large number of these solutions suggests
the possibility that equations of the form (1.11) have infinitely many solu­
tions (if ~ = 0, there is of course no solution).
Sierpiriski (1962) proved that (1.11) has infinitely many solutions for ~ = 1.

In other words, the sum (or difference) of two tetrahedral numbers is a tetra­
hedral number, that is

(1.12)

for an infinity of positive integer triplets (x, y, z). See also Sierpinski (1964)
and Wunderlich (1962).

Definition. Any solution of (1.11) in positive integers x, y, z is called primitive
if either (x,~) = 1 or (y,~) = 1. Any other solution in positive integers is
called non-primitive.

MUltiplying (1.12) by ~3 shows that (1.11) has infinitely many non-primitive
solutions for all b > 1. In Section 3 we show that there is always also an
infinity of non-trivial, i.e., primitive solutions:



102 AVIEZRI S. FRAENKEL

THEOREM 2. Equation (1.11) has infinitely many primitive solutions for all
natural numbers .5.

The first part of our proof works for all .5 > 2. It breaks down for .5 = 2,
which thus requires special attention. This case was settled by means of a
computer. Thus, not only the motivation of the theorem, but also part of
the proof was obtained by the use of a computer, which proved, in fact,
that for .5= 2, (1.11) has infinitely many solutions.

For the case m > 3, we conjecture that (1.1) has only a finite number of
solutions for any .5. However, for .5 '# 0, unlike the (expected) behavior of
Fermat's case, we have the solution

for every m.
The final Section 4 lists all the solutions found by computer for m = 3,

1~.5 ~IO, 0 < z ~IO,OOO; m = 4, 1~.5 ~IO, 0 < z ~ 20,000; m = 5,
1~ .5~ 10, 0 < z ~ 6,300; m = 6, 1~ .5~ 10, 0 < z ~ 1,000.

2. Sums of Generalized Triangular Numbers

We begin by proving Theorem 1. Suppose that (1.4) holds and that
«;d2, d3, d4 are given by (1.5). Let d14 = (d1, d4). By (1.5), d141.5, d141y,
d141x, d141z.Hence d14 = 1 by the second part of (1.4). Similarly, (d2, d3) = I,
which proves (1.6).
Note the identities

y (y + .5)= (z - x) (x + z + .5), (2.1)

2(x + z + .5)(y + z + .5)= (x + y + z + .5)(x + y + z + 2.5) (2.2)

implied by (1.4). Let d12 = (d1, d2). Then

d1 Id12 X + z +.5, d21d12 x + z +.5.

Since

we have Dlx + z + .5, where
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Since d1ly, d21y + b, we have by (2.1),

d 21( )x+z+b
12 z - x . D .

103

Let d =.(d12, Z - x). (2.3)

Then dlb, diy, dl2x, dl2z .:

Case I: b odd. Then d is odd. Hence dlx, diy, dlz, dlb. Thus d = 1. It follows
that

d 2Ix+z+b
12 D '

and

where (x + z + b)/d1d2 is an integer. Moreover,

by (1.5). Hence

(2.4)

Similarly,

(2.5)

Substituting into (2.2),

2d1 d2 d3 d4 = (x + y + z + b) (x + y + z + 2b).

By (1.5),

d1lx + y + z + b, d21x + y + z + 2b

d31x + y + z + b, d41x + y + z + 2b.

Let
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Then
2~ d3 d2 a, 2 2

d1ld13 d31d13 d21d24 d41d24 = 2d13 d24

X + y + z + D x + y + z + 2D

where d1 d3
D13 =z: -d '

13 13

and where each of the two factors on the right are integers. Let d =
(d13, X + y + z + 2D). Then diD, diy, dlx, dlz. Hence d = 1. Similarly,
(d24, x + y + z + D)= 1. It follows that

2 = x + y + z + D x + y + z + 2D
d, d3 d2 d4 '

where each of the two factors on the right is an integer. Thus,

where ()= 0 or 1. This implies (1.8); and (2.4), (2.5), (2.6), imply (1.7).

Case II. Deven. By (1.5), d1 == d2 == 0 (mod 2). The number d given by (2.3)
is now even, and

Hence d = 2.·By (2.1),

L y + D = z - x . x + z + D 1(2' d122 )
d, d2 2 D 4'

where D = d1 d2Id1/, and

z-x X+z+D
2 D

are integers. Now

(~ !!d_) =1.
2 ' 4

Hence
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where D12 = dt d2/4 and (x + z + J)/D12 is an integer. If 211z - x,

105

y y+J z-x x+z+J
dt ~ = 2 d, d2/2 '

(2.7)

where the two factors on the right are integers. Moreover,

by (1.5). Hence

(2.8)

in this case. If 211d12, then 211d1, say. Now 2klld2 for some k ~ 1. Then
2klx + z + J. Also,

But the highest power of 2 in ~1 i is only k - 1. Hence in fact

d1 d2122 2 I x + z + J.

Thus (2.7) and hence (2.8) hold also in this case. Similar considerations show
that

(2.9)

From (2.2),

dt d2 d3 d4 = (x + y + z + J) (x + y + z + 2J).

Similar to Case I we conclude

(2.10)

Equations (2.8), (2.9), (2.10) imply (1.9), (1.10).
Conversely, suppose first that J is odd, and that x, y, z, d., d2, d3, d4 satisfy

(1.6), (1.7), (1.8). Substituting x, y, z from (1.7) into (1.4) and using (1.8)
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gives an identity provided () assumes one of the values 0 or 1. This proves
the first part of (1.4). Now (1.7), (1.8) imply (2.4), (2.5), (2.6). Hence
(x + z + b, y) = (dl d2, dl (2 - ())d3 - d2))) = dl (d2, (2 - ())d3 - d2). If
()= 0, d2 is odd by (1.8), since b is odd. Hence (x + z + b, y) = dl by (1.6).
The remaining three relations of (1.5) are proved similarly. Let d = (x, y, z, b).
In particular, dl d., dl d4• Hence d =1, proving the second part of (1.4).
Now suppose that b is even, and that x, y, z, dl, d2, d3, d4 satisfy (1.6),

(1.9), (1.10). Substituting x,y, z from (1.9) into (1.4) and using (1.10) proves
the first part of (1.4) as before. Equations (1.9), (1.10) imply (2.8), (2.9),
(2.10). Hence

by (1.6). The remaining relations of (1.5) are proved similarly. As before, we
see that (x, y, z, b) = 1, completing the proof of Theorem 1.

Remarks. (i) For b = 0, the second part of Theorem 1 reduces to the Pytha­
gorean triplets theorem. Indeed, the four parameters of (1.5) collapse into
two. If we let

dl = d2 = (x + z, y) = 2a, d3 = d4 = (y + z, x) = a + b

for integers a, b, we obtain from (1.9),

y = 2ab,

Sincex is odd, a, b are of opposite parity. Also (dl, d4) = 1 implies (a, b) = 1.
(In the Pythagorean triplets theorem, the exclusion of trivial cases requires

the condition (x, y) =1, on which the proof hinges strongly. In Theorem 1,
however, such a condition cannot be assumed, as is seen, e.g., by the non­
trivial solution in the example given after the statement of Theorem 1,
where (x, y) = 3.)

(ii) For odd b, we shall construct two infinite subclasses of solutions of
(1.4) (for ()=1 and 0, respectively). For the first class, let aI' a2' a3' a4 be
positive integers satisfying

for all non-negative integers k, and
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Define

It is easily verified that (1.6), (1.8) are satisfied with ()=1, for all k. Hence if
we define x,y, Z by (1.7), i.e.,

then (1.4), (1.5) are satisfied. In particular, the special case J = 1, aI = I ,
a2 = 2, a3 = 3, a4 = 1 gives the first of Khatri's results (1.2).
The second class is constructed similarly. Let a., a2' a3' a4 be positive

integers satisfying
(al' a4) = (2al k + a2' a4 k + a3' J) = I

for k = 0, 1,2, ... , and

Again (1.6), (1.8) are satisfied for all k, this time with ()= O. Also, (1.4),
(1.5) are satisfied by

x = (2al - a4) (a4 k + a3)

y = 2al (a4 - a1) k + a1 (2a3 - a2)

For J = 1, the special cases a1 = 3, a2 = 5, a3 = 4, a4 = 5 and a1 = 4,
a2 = 5, a3 = 3, a4 = 5 give the second two equations of (1.2) respectively.

Similar infinite subclasses can be constructed for J even.

(iii) For J odd, let So, S1 be the subclasses of solutions of (1.4) corres­
ponding to ()= 0 and ()= 1 respectively. Then So, S1 are both infinite (follows
from (ii)), and So(')S1 = 0 (since ()= 0 implies x + y + Z == 1 (mod 2),
and ()=1 implies x + y + Z == 0 (mod 2) by (2.6)).
We shall now prove that

Tx4(1) + T/(I) = 4T/(1)

has infinitely many solutions, using the infinitely many solutions of the Pell
equation

(2.11)
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Apply Theorem 1 with {J = ()= I and

where (Pi' lXi), i = 0, 1,2, ... are the infinitely many solutions of (2.11). We
have
2d2 d4 - d1 d3

= 2 + 171X/ - P/ =1.

Thus (1.8) and also (1.6) hold. Using (1.7), an easy computation shows that

_ (2Pi - 2IXi + 3) (2Pi - 2IXi + 4) 1
x- 2 -,

z = 3P/ + 51X/ + 10Pi + 7.

Using the identity

(u + 1)2(U + 2) ((U + 1)2(U + 2) -I) = !u(u +1) (u + 2) (u + 3),

we obtain-on using (2.1I)-the identity

(2Pi - 2IXi + 2) (2Pi - 2IXi + 3) (2Pi - 2IXi+ 4) (2Pi - 2IXi + 5)

+ (2Pi + 2IXi + 2) (2Pi + 2IXi + 3) (2Pi + 2IXi + 4) (2Pi + 2IXi + 5)

= 4(3P/ + 51X/ +10Pi + 7) (3P/ + 51X/ + 10Pi + 8),

proving the assertion.

3. Sums of Generalized Tetrahedral Numbers

Proof of Theorem 2. Consider the Pell equation

(3.1)

where D is a positive integer which is not a perfect square, and N is any



DIOPHANTINE EQUATIONS 109

integer satisfying INI < .J D. Let

(3.2)

be the expansion of .J D into a simple continued fraction. Denote by

its nth convergent, and by

its nth complete quotient.
The following facts are known from the theory of continued fractions

(see, e.g., Perron (1929), Shanks (1962)):

(i) The values Pm qn are monotonically increasing sequences of positive
integers.

(ii) The· expansion (3.2) is periodic. We denote the period length by m.

(iii) a,/ = (s, + .JD)/tm where s., tn are natural numbers (s 0= 0, to = 1).
The sequences s"' tn are each purely periodic with period length m (in
particular: tm = 1).

(iv) The diophantine equation (3.1) is solvable in integers u, v if and only
if there exists an integer n such that N = (- 1)ntn. If the condition
is satisfied, there are actually infinitely many solutions. An infinity
of solutions is given by (u, v) = (Pn-l +km' qn-l +km), where k =
1, 2, 3, ... if m is even; k = 2,4, 6, ... if m is odd.

From (iii) and (iv) it follows in particular that (3.1) is always solvable if
N =1, since tkm =1, k = 0, 1,2, ....

Let

where A, B are positive integers, (A, (j) = 1, N an integer, and u, v integer
variables. Define

= x3 + y3 _ Z3 _ (j2 X _ (j2 Y + (j2 Z

= (x +.y) (x2 - X Y + y2 _ (j2) + (j2 Z _ Z3.
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Substituting from (3.3) and simplifying, we obtain

F(x,y, z) = 6A3Bb4 v(u2 - Dv2 - N), (3.4)

where

(3.5)

We now consider two cases.

I. s > 2.

Put A = N =1, B arbitrary. Then (3.5) becomes

Suppose that D is a perfect square. Then already ,2 - 36 = 112 is square.
But the only solutions of (' - 11) (' + 11) = 36 are' = 6, 11 = 0; ,= 10,
11= 8, both of which are incompatible with, = b(b2 - 6). Hence (3.1) is a
genuine Pell equation for this case. Letting (u, v) = (Pn' qn) be an infinite
class of solutions of this Pell equation, we see from (3.4) that F(x, y, z) = O.
In other words, (x,y, z) comprises an infinity of distinct integer solutions
of

Tx_a3(b) + Ty_a3(b) = Tz_a3(b).

From (3.1) and (3.5), (Pm b) = 1. Hence also (x, b) = (y, b) = 1. Clearly
y > 0, Z > 0 for b ~ 2. From (3.1),

1
r, - .jD qn = -+ /D <1;», y qn

Pn < .jDqn + 1.

Since

we have

Thus also x > 0, completing the proof for this case.

II. b = 2.

In (3.5) we put A = 1, B = B' /2, where B' is an arbitrary odd integer,
N = -15. Then

D = 156844B,2.



DIOPHANTINE EQUATIONS 111

It turns out that
u2 -156244 v2 = -15

is solvable, the least positive solution being

(u, v) = (P16' q16) = (7995740689,20189462).

As in Case I, we see that (x,2) = (y,2) = 1.
Now y> 0, z> ° but x < 0. Hence we demonstrated existence of an

infinity of positive solutions (x, y, z) of the equation

(3.6)

Remarks. (i) The values of D and N for the case ~ = 2 were found by a com­
puter search as follows: If ~ = z and if D is even, it follows from (3.5),
(3.1), (3.3) that N must be odd for primitive solutions. A computer program
for expanding .J D into a simple continued fraction and computing its
associated sequence t;was written. It was implemented for D of the form (3.5),
A = B = 1, and small odd negative values for N (so that D > 0). Any N
for which tn = INI for odd n gives rise to a Pell equation (3.1), the solutions
of which induce solutions of (3.6). The computer produced the values
N = -11, -15, -19, - 37. The smallest positive solution of the cor­
responding four Pell equations is that corresponding to N = - 15 given
above. Mr. J. Perl assisted with the programming.

(ii) Sierpiriski (1962) solved the case ~ = 1 by constructing a suitable Pell
equation with D = 5, N = 1. Other values of D and N can be given for ~ = 1
or for any specified value of~. For example, if ~ = 1, then (3.5) with A = 3,
N = -1, B arbitrary gives D = 29269B2. Since 29269 is prime and
== 1 (mod 4), the Pell equation u2 - Dv2 = -1 is solvable if B is any power of
29269 (see Perron (1929), Satz 22, p.l08). For ~ > 2, the value of A in (3.5)
can be varied within certain bounds and B can be varied at will, giving rise
to an infinity of Pell equations of the desired type for each ~.

4. Computer Results

The first few primitive solutions of (1.1) were found by computer for
m = 3,4,5,6 and 1~ ~ ~ 10. For m = 3,4, these solutions are listed in
Tables I and II; our results for the casem = 3, ~ = 1are contained inWunder­
lich (1962).. For m = 5, the only solution with 1~ ~ ~ 10, 1~ z ~ 6300 is
given by ~ = I, x = y = 5, z = 6. For m = 6, there are three solutions with
I~ ~ ~IO, I~ z ~IOOO; they all have ~ =1, and the values of (x,y,z) are
(6,6, 7), (9, 10, 11), (14, 14, 16).
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TABLE I. Primitive solutions of x(x + <5)(x + 2<5)+ y(y +.<5)(y + 2<5)
= z(z + <5)(z + 2<5) for z = 1, ... , 10000, 1 ~ <5~ 10.

=1

NO X Y Z NO X Y Z NO X Y Z

1 3 3 4 2 8 14 15 3 20 54 55
4 30 55 58 5 39 70 74 6 61 102 109
7 84 90 110 8 34 118 119 9 48 138 140

10 119 154 175 11 ·187 201 245 12 100 290 294
13 327 336 418 14 149 429 435 15 252 424 452
16 248 ·450 474 17 362 415 492 18 219 515 528
19 136 532 535 20 424 448 550 21 314 527 562
22 434 495 588 23 399 588 644 24 324 663 688
25 272 688 702 26 304 695 714 27 349 713 740
28 532 643 747 .29 424 705 ·.753· 30 378 790 818
31 608 754 868 32 230 903 908 33 489 869 918
34 775 950 1098 35 703 1064 1158 36 878 1044 1220
37 968 1001 1241 38 922 1286 1428 39 290 1430 1434
40 367 1436 1444 41 855 1343 1450 42 504 1629 1645
43 897 1621 1708 44 750 1690 1738 45 1351 1478 1786
46 798 1818 1868 47 438 2164 2170 48 1146 2072 2183
49 1139 2115 2220 50 1609 1941 2256 61 1105 2303 2385
52 853 2417 2452 63 1103 2514 2583 54 1484 2584 2738
56 1089 2773 2828 56 834 2958 2980 57 628 3138 3143
68 1775 2954 3154 59 1484 3094 3204 60 2478 2726 3286
61 2099 3211 3486 62 729 3695 3605 63 2200 3660 3908
64 742 4415 4422 65 2116 4580 4726 66 2948 4408 4810
67 3138 4630 6068 68 2912 4838 5167 69 868 6034 6040
70 2252 6390 6482 71 6338 5608 6900 72 3670 7164 7439
73 1271 7664 7566 74 6162 6586 8034 75 1160 8070 8078
76 5300 7284 8120 77 5630 7106 8129 78 6340 6788 8280
79 4115 8034 8379 80 4016 8910 9174 81 7104 7847 9442
82 7062 8094 9592

=2

NO X y Z NO X Y Z NO X y Z

1 82 101 117 2 85 ,.03 120 3 93 111 130
4 129 187 206 5 57 259 260 6 980 1183 1375
7 710 1921 1953 8 1105 2603 2668 9 2385 2490 3073

10 1584 3157 3285 11 1661 3427 3532 12 1545 3635 3726
13 1836 ·3956 4083 14 1295 4413 4460 16 1475 7938 7956
16 6873 7180 8306 17 6866 7663 8671

=3

NO X Y Z NO X Y Z NO X Y Z

1 7 14 15 2 37 38 48 3 64 92 102
4 74 109 120 5 68 116 123 6 174 245 272
7 284 294 366 8 289 297 370 9 317 514 662

10 388 632 678 11 484 806 861 12 396 869 896
13 191 1099 1101 14 404 1669 1677 15 662 1653 1688
16 1080 1532 1694 17 652 1812 1840 18 . 1257 1780 1969
19 847 2846 2871 20 637 2948 2968 21 . 2051 2587 2961
22 ·1350 :3149 3230 23 2062 3413 3648 24 2016 .3712 3901
25 3272 3364 4182 26 3313 3404 4233 27 2649 422~· 4512
28 3560 6030 5662 29 3336 5642 6919 30 3824 6789 7172
31 4726 7680 8236 32 4408 8060 8478 33 6839 8195 9084
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TABLE I. Continued

=4

NO X Y Z NO X Y Z NO X Y Z

1 157 346 357 2 221 460 477 3 385 1326 1337
4 987 1172 1371 5 1477 2155 2366 6 1739 2533 2782
7 1793 3359 3522 8 2873 2919 3650 9 2233 3391 3688

10 1582 4841 4897 11 1041 5871 5882 12 3675 6405 6786
13 907 7093 7098 14 2438 7379 7467 15 3802 8207 8471
16 1027 8541 8546 17 3739 9317 9514

=5

NO X Y Z NO X Y Z NO X Y Z

1 12 16 19 2 67 82 96 3 72 92 106
4 46 142 144 5 104 136 155 6 92 148 160
7 149 322 333 8 222 347 376 9 267 422 456
10 527 584 703 11 492 660 742 12 634 762 888
13 611 858 952 14 798 1067 1200 15 907 1208 1360
16 1002 1496 1634 17 1519 1682 2023 18 1618 1659 2066
19 1510 2022 2272 20 1332 2192 2346 21 1643 2414 2646
22 1642 2707 2896 23 2010 3172 3422 24 1269 3721 3770
25 2864 4504 4862 26 2168 5251 5372 27 3776 5020 5651
28 3994 5567 6183 29 4273 5685 6398 30 4891 5492 6564
31 3859 9256 9475

=6

NO X y Z NO X Y Z NO X Y Z

1 13 39 40 2 153 203 230 3 385 435 520
4 394 539 603 5 549 575 710 6 526 1757 1773
7 1084 2559 2623 8 355 3953 3954 9 1790 4867 4947

10 1437 6071 6098 11 2323 6990 7075 12 3415 7130 7383

=7

NO X Y Z NO X Y Z NO X Y Z

1 7 19 20 2 11 21 23 3 14 22 25
4 22 54 56 5 104 112 138 6 109 112 141
7 107 199 210 8 153 176 210 9 105 204 214
10 151 187 217 11 136 260 273 12 316 476 620
13 538 548 686 14 541 556 693 15 406 739 779
16 155 833 835 17 518 I 950 1000 18 436 1057 1082
19 193 1146 1148 20 910 962 1182 21 860 1178 1316
22 217 1360 1362 23 1030 1141 1373 24 301 1551 1555
25 385 1573 1581 26 913 1646 1736 27 833 1690 1756
28 622 1741 1757 29 698 1904 1924 30 731 1961 1996
31 1526 1690 2033 32 1430 1812 2072 33 1588 2006 2296
34 1635 2485 2703 35 801 2948 2968 36 1373 2982 3077
37 1953 2840 3121 38 1696 3078 3216 39 1958 2968 3230
40 2316 2774 3234 41 406 3418 3420 42 2403 3006 3451
43 2661 3353 3835 44 870 3857 3872 45 2924 3585 4144
46 3038 3873 4418 47 3406 3783 4543 48 1002 4611 4627
49 3566 3966 4760 50 2431 5355 6518 51 578 6768 5770
62 3296 6959 6279 63 3318 5990 6313 54 4012 6921 6482
55 2724 6692 6840 56 3799 7163 7604 57 2877 7564 7701
58 4216 7612 8022 59 592 8456 8467 60 3796 8260 8620
61 7000 7568 9193 62 3762 9129 9338 63 6313 8368 9420
64 5076 9408 9878
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{J x
1 4
1 129
2 38
2 4308
2 5289

NO

1
4
7
10
13
16
19
22

X
19
105
427
1587
2428
1491
4885
2559

y

69
250
950
1797
3045
3933
6363
8625

z
70
257
979
2142
3493
4004
7208
8700
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TABLEI. Continued
=8

NO

2
5
8
11
14
17
20

x y

106 123
115 341
1131 1373
673 2831

1241 3535
1617 6559
4905 7367

z
173
244
818
359
45

Z
147
346
1594
2844
3586
6592
8032

NO

3
6
9
12
15
18
21

x y Z

145 180 209
517 674 765
662 1555 1595
2127 2532 2959
2041 3814 4001
1938 6587 6643
5451 7453 8322

N x Y Z NO

17 21 26 2
68 264 266 5
327 407 470 8
475 555 655 11
950 1102 1302 14
875 1797 1865 17
1784 2068 2442 20
2387 3486 3827 23
548 5356 5358 26
2741 8772 8861 29

=9
X Y Z NO

22 86 87 3
251 258 323 6
395 406 507 9
236 978 983 12
658 1344 1396 15
1138 1760 1908 18
1749 2398 2677 21
1528 4530 4588 24
4062 5026 5791 27
1121 9796 9801 30

= 10
X Y Z NO X Y Z

x Y Z

25 101 102
208 444 460
200 511 522
897 901 1135
743 1704 1751
1720 1911 2296
1190 3166 3222
2051 4483 4623
6032 7090 8322
6800 8610 9842

458 1443 1459 3 1079 1653 1796
2554 5083 5291 6 2295 5642 5767

{J x Y
4 105 166
5 203 205
5 300 814
6 183 352
7 19 44

TABLEII. Solutions of x(x + {J) (x + 2{J) (x + 3{J)
+ y(y + {J) (y + 2{J) (y + 3{J) = z(z + {J) (z + 2{J) (z + 3{J)

for z = 1,...,20000,1~ {J ~ 10.

{J x
8 12
8 348
8 1964
9 15

y
19

375
3861

26

z
21

433
3925

28

1
4
7
10
13
16
19
22
25
28

NO X Y Z NO

1 21 84 85 2
4 1802 2553 2825 5

Y
4

187
51

12901
16558

z
5

197
55

12941
16601
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On the Representation of an Integer as the Sum of Four
Integer Cubes

L. J. MORDELL

St. Johns College, Cambridge, England

It has been proved that all integers n :j:. ± 4 (mod 9) can be expressed as a
sum of four integer cubes. The proof depends upon various identities, e.g.,

(x + 2)3 + (6x - 1)3 + (8x - 2)3 + (-9x + 2)3 = 18x+ 7.

Numerical evidence suggests that numbers == 4 (mod 9) can also be so rep­
resented. This would be so if four polynomials P, Q,R, S in x with integer
coefficients and degrees ~ 4 could be found such that

(1)

It is known that no such representation is possible with linear polynomials.
Schinzel (1968) has recently proved the more general result that such a

representation with quartic polynomials not all constant cannot hold for

(2)

where Land M are integer constants and M == 4 (mod 9). Write (2) as

where all summations used refer to four sets of integer constants a., b., c.,
d., r = 1, 2, 3, 4. His proof is a 3-adic one. He shows that if a representation
(3) is taken such that the product of the leading coefficients in P, Q, R, S is
a minimum, then

a == 0 (mod 81), b == 0 (mod 27), C == 0 (mod 9), d == 0 (mod 3).

A contradiction now arises if x is replaced by t x in (3).
The proof is rather complicated since it requires an expansion of (3) in

powers of x. I have found a simpler proof, a 3..1.-adic one, where A. = !,t.
115
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This has the great advantage that if for an integer n, n == 0 (mod 31/4), then
n == 0 (mod 3). This leads to simplicity in the expansion and presentation. A
full proof will appear in Mordell (1970) but I give an outline here. Both
proofs depend upon two lemmas.

LEMMA 1. The only integer solution of

l:e3 == 4 (mod 9),
is given by e == 1 (mod 3).

LEMMA 2. The only integer solution of

l:a3 == 0 (mod 9), l:a2 == 0 (mod 3)

is given by a == 0 (mod 3).

Now from (3), we have at once

This shows that rx ~ 2. Then from x = ± 1, we deduce

(a + c) == 0, (b + d) == 0 (mod 3),

and so identically

l:(a(x4 - x2) + b(x3 - x) + e)3 == 4 (mod 9).
This gives

and so
l:(ax + b)2 == 0 (mod 3),

l:a2 == ~)2 == 0 (mod 3).

Since l:a3 = 0, we have a = 3a'.
Now (3) becomes

l:(bx3 + ex: + dx + e)3 == 4 (mod 9).

Then l:b3 == 0 (mod 9) and since l:b2 == 0 (mod 3), b = 3b', and c = 3c',
d = 3d'. Write (3) as

l:(3a' X4 + 3b' x3 + 3c' x2 + 3d' x + e)3 = 9E x + M. (5)

My Y'-adic method can be applied since the coefficient of X4 is == 0 (mod 3).
Replace x by x/31/4 and then

l:(a' X4 + 31/4b' x3 + 32/4C' x2 + 33/4d' x + e)3 = 37/4E x + M. (6)
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In taking this as a congruence mod 35/4, it is easy to pick out the necessary
terms, and so

:E(a' X4 + e)3 + :E(31/4b' X3)3 == 4 (mod 35/4).

The coefficients of X12 and x8 in (7) give

:Ea,3 == 0 (mod 35/4) == 0 (mod 9), :Ea,2 == 0 (mod 31/4) == 0 (mod 3).

(7)

Hence a' = 3a".
The process can be continued. Now (6) becomes

:E(31/4b' x3 + 32/4C' x2 + 33/4d' x + e)3 == 37/41.: x + M (mod 9),

or
I:((31/4b' x3 + e)3 + 3(31/4b' x3 + e)2(32/4c' x2 + 33/4d' x) + (32/4C' X2)3)

== 37/41.:x + M (mod 9).

The'n from the coefficients of x9, x6 and x2,

:E33/4b,3 == 0 (mod 9), :Eb,3 == 0 (mod 9),
:E36/4b,2 + 36/4:Ec,3 == 0 (mod 9), 36/4:Ec' == 0 (mod 9).

Then
:Eb,2 == 0 (mod 3) and b' = 3b".

On continuing the process, we find

a" = 3a"', c' = 3c" and finally b" = 3b"', a'" = 3a"".

This gives the contradiction.
The argument does not apply to polynomials of the fifth degree, and so

one may conjecture that a representation holds with such polynomials.

Note added in proof: Dr. J. H. E. Cohen and I have since proved that no
representation exists with polynomials of the fifth and sixth degrees. To be
published in J. London Math. Soc.
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Arithmetic Properties of Linear Recurrences

R. R. LAXTON

University of Nottingham, England

1. Introduction

The only fact known about the set of prime divisors of a general second
order linear recurrence is that it is infinite (see Ward, 1954; we are excluding
those recurrences which are periodic). The Riemann hypothesis for number
fields implies that the divisor set has positive density. Furthermore, it indi­
cates that 'most' linear recurrences (with a given companion polynomial
f(x)) have a fixed density Cf of prime divisors; these results are discussed in
section 2.
Other results connected with the description of the set of prime divisors

of a linear recurrence are considered in section 3.
Section 2 provides the group theoretic background necessary to present

our heuristic arguments.
The author thanks Dr. C. Laughlin of the University of Nottingham for

computing the results contained in this article.

2. The Density of Prime Divisors of Linear Recurrence

Letf(x) = x2 - Px + Q = (x - 81) (x - 82) E Z[x] , Q :F 0 and (P, Q) = 1;
we shall assume that 81/82 is not a root of unity. A sequence W = Cwo, w1] =
{ ••. , W -1, WO, W1, ••. , Wn, ••• } of rational numbers with Wi E Z for all i
sufficiently large is said to be a rational integral linear recurrence with
companion polynomial (c.p.) f(x) if Wn+2 = PWn+ 1 - QWn for all n E Z.
We may assume that wo, W1E Z and if we write A = W1 - w08l,
B = W1 - w081, then

Wn = (A81n - B82n)/(81 - 82)

for all n E Z. A(W) = IA . BI is called the invariant of Wand we consider
only those W for which A(W) :F 0; the collection of all such sequences with
c.p. f(x) will be denoted by F(f). An integer m is called a divisor of W­
denoted by mlW-if m divides some term Wn of W.If V = [vo,Vl] EF(f) is

119
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given by v" = (C(Jl" - D(J2")/((Jl - (J2)' then, as demonstrated in Laxton
(1969), the sequence T given by i,= (AC(Jl" - BD(J2")/((Jl - (J2) is in
F(f); T is called the product of Wand V.
In Laxton (1969) we defined an equivalence relation on F(f); W = {w,,}

and V = {v,,} are said to be equivalent if there exist non-zero integers k,
I and an integer t such that kw; = lV,,+t for all n EZ. The set of equivalence
classes (W) form an abelian group G(f) with the product operation defined
above. An integer is said to be a divisor of (W) EG(f) if it is a divisor of
every recurrence in (W). The following sub-groups of G(f) were defined in
Laxton (1969), section 3; G(J,p") consisting of all (W) EG(f) which are
divisible by the prime power p", H(J,p) consisting of all (W) which have
finite order modulo G(J,p) and K(J,p) consisting of all (W) which contain
a recurrence V for which (A(V),p) = 1.
Let I = [0,1] = { ..., io, t.. ..., ill' ... }, where io = 0, t, = 1, be the Lucas

sequence associated with f(x). It is given by the formula ill = ((Jl" - (J2")/
((Jl - (J2)' The class (I) is the identity element of G(f). Every prime divides
(I) (see section 3).
In this section we are only concerned with the density of prime divisors

of a linear recurrence W-or what amounts to the same thing-of a class
(W) of G(f). Consequently we may neglect a finite number of primes .and
in what follows we shall assume that the primes p do not divide Q(p2 ~ 4Q):
Theorem 3.7 of Laxton (1969) asserts that K(J,p) = H(J,p) for all.such

primes, and therefore we know that (W) EH(J, p) for all but a finite number
of primes. The rank e(p) of the prime p in G(f) is the least positive integer
n for which i" == O(modp). Let m(p) = p + 1 if Q((Jl) :F Q and (p) is a prime
ideal in Q((Jl) and be p - 1 otherwise. For each p we have m(p)/e(p) EZ
and it was shown, in the above mentioned theorem, that each factor group
K(J, p)/G(J, p) has order m(p)/e(p). Consequently we would expect, on
heuristic grounds, a linear recurrence WE F(f) to have density

. 1 e(p)c, = lim -- L -­
x ...•co n(x) p«x m(p)

of prime divisors, provided this limit exists.
We have worked out the theory and made computations for the cases

when f(x) = (x - a) (x - 1), a EZ, and we shall present the results here.
e(p) is now just the exponent of a modulo p and m(p) = p - i so that
(1) becomes

(1)

Ca = lim _1_ L e(p)
x ...•oo n(x) p<x p-l

(2)

On the assumption that the Riemann hypothesis of the Dedekind Zeta
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functions over certain Galois fields is true, P. D. T. A. Elliott, P. J. Stephens
and the author have shown that the above limits exist (the method is based
in part on that of Hooley (1967).) and have determined their values. When
a is a prime p these are

Cp = (1 +dp• 3 p 1) c,
p -p-

(3)

where

and the correction factors d2 = 614' dp = 210 if p == 3(mod 4) and dp = t
if p == 1(mod 4).
The following is a table for cp consisting of the conjectured value calculated

from (3) and computed value using the 550 primes between 233 and 4409
(the decimals are correct to the nearest 0.005).

TABLE I.

cp Conjectured Computed
Value Value

C2 0·570 0·580
C3 0·580 0·585
Cs 0·585 0·610
C7 0·575 0·565
Cll 0·575 0·570
C13 0·575 0·575
C17 0·575 0·565
C19 0·575 0·590

Similar methods yield the density <5(W) of prime divisors of a linear
recurrence WE F(f). We need only consider those W given by Wn =
(~ - B)/(a - 1), where L\(W) = B, and when a and B are distinct primes
we have

<5(W) = lim _1_ L 1=
x->oo n(x) p<x

plW

(4)

(
a B aB)1 +el 3 + e2 3 + e3 3 3 C,a - a-I B - B-1 (a - a-I) (B - B-1)

where the constants e1,e2 and e3 have been determined and only depend
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on the values of a and B modulo 4. In particular, the value of el is - i4
if a = 2, /0 if a == 3(mod 4) and t if a == 1(mod 4) so that c5(W) ~ Ca as
o!l(W) ~ 00.

The following is a table of densities of linear recurrences for a = 2 and 3;
we exhibit the conjectured values using (4) and computed values using the
same range of primes as before and the same rounding off.

TABLE II.

2" - B 3n - B
B

Conjectured Computed Conjectured Computed
Value Value Value Value

3 0·575 0·580
5 0·565 0·580 0·585 0·575
7 0·570 0·580 0·580 0·595
11 0·570 0·590 0·580 0·585

59 0·570 0·575 0·580 0·580
61 0·570 0·575 0·580 0·590
67 0·570 0·590 0·580 0·600
71 0·570 0·590 0·580 0·585
73 0·570 0·575 . 0-580·· -- ... - 0·595
79 0·570 0·590 0·580 0·585
83 0·570 0·580 0·580 0·590
89 0·570 0·565 0·580 0·570
97 0·570 0·570 0·580 0·600
101 0·570 0·570 0·580 0·585

Mean = ·580. Mean = ·590.
Computed c 2 = ·580. Computed C3 = ·585.

It is clear that a much greater range of primes would be needed to experi­
mentally test the equations (3) and (4) for the correction factors dp, e1, e2
and e3'

Formulae for cf and c5(W) have been obtained when neither a nor Bare
necessarily prime. The formulae were more complicated but of the same
form. (These are contained in P. Stephen's Ph.D. thesis to be submitted to
the University of Nottingham).

Stephens has shown, without any hypothesis, that provided N is large
enough,

1 e (a)- L L _L_1 = Cli x + O(x/(logX)E), E ~ 2,
Na~N p~x p -
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and obtained similar average results for densities of prime divisors (averaged
over both a and A(W)). These results will be appearing elsewhere. The
arguments used by Stephens (1969) to obtain average results for Artin's
conjecture give an idea of the methods used.
On the basis of these calculations and computations we conjecture for all

f(x) = x2 - Px + Q = (x - 01) (x - O2), where Q =F0, (P, Q) = 1 and
01/02 is not a root of unity, that there exists a constant Cf' 0 < Cf < 1, such
that given any E > 0, Cf - E < o(W) < Cf + E for all (W) EG(f) with
A(W) greater than some integer N(E), except possibly for those (W) which
are of finite order or those of the form (vt, where nEZ, Inl > 1 and
(V) EG(f).

3. On Sets of Prime Divisors

We call a set P of primes a divisor set for G(f) if there is an element in
G(f) whose set of prime divisors is, with but a finite number of exceptions,
P (one could modify this to allow a set of exceptions to have zero density).
The results of Section 2 suggest that 'most' divisor sets for G(f) have a
density approaching Cf. Of course, a set with density > Cf may well be a
divisor set, e.g., the set of all primes is a divisor set of (1). On the other hand,
the evidence available suggests that sets of density greatly less than Cfare
unlikely to be divisor sets for G(f). We know the following facts about
divisor sets.

(i) Such a set must be infinite.
(ii) A divisor set for G(f) must contain all but a finite number of those

primes p with e(p) = p - 1.
(iii) A set of primes with density one is the divisor set of the identity

element (1) only. (This follows from a generalization of a result of
Schinzel (1960).)

(iv) The set of primes p with e(p) == O(mod 2) is a divisor set of (E) E G(f),
where E = [2, P] andf(x) = x2 - Px + Q. On the other hand, the
set of all primes with e(p) == 1(mod 2) cannot be a divisor set of any
G(f). (On average the density of the first set is t and that of the
second is t).

We may also consider the following related problem. Recall that every
prime divides the identity element (1)EG(f). Does there exist an infinite
set P of primes for which the only element of G(f) which is divisible by an
infinite number of primes of P is the (1)? We note that if such a set P exists
the contribution of the {e(p)/m(p),pEP} to the sum (1) is zero.
We can prove the following. Let the roots 01, O2 of f(x) be real and P be

the collection of all primes of the form (Oln - 02n)/(01 - O2), a term of the
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Lucas sequence 1 EF(f). Now if (W) EG(f) but (W) =1= (I), then at most a
finite number of primes in P divide (W). The method of proof is to compare
the size of terms of W with those of I. Thus, for example, if there exists an
infinite number of primes of the form 2n - 1, then a set P, with the property
described above, exists for G(f), where f(x) = x2 - 3x + 2. (Actually a
weaker condition than this will give us our desired set. If there exists an
infinite set of primes p such that pl2n - 1 and p > .J2n, then the answer to
our question is again in the affirmative.) On the other hand, if f(x) =
(x - a2) (x - 1), a EZ, no term of the Lucas sequence 1EF(f) is prime
(except if a = 2 and n = 1). It is interesting to observe that in this case the
answer to our question is in the negative since an odd prime divides one
and only one of the three elements (A), (B), (E) E G(f) (see Laxton (1969),
section 4).
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Abstract
The theory of the periods of linear recurrent sequences is considered from as
elementarya point of viewas possible. Multiplicativerecurrent sequencesare also
considered and some remarkable properties are reported that were found em­
pirically.An exampleof a result that has been proved is

148176G21~G2 SUn

where u" denotes the nth Fibonacci number and G = 2«367"1(rx ~ 4, P ~ 1). The
work is intended to be of interest in the theory of numbers and of relevanceto the
generationof pseudorandomnumbers.

Consider a sequence u., U2 •.• that satisfies the linear recurrence relation

u; = CmU,,-l + Cm-1U,,-2 + ... + C1U,,-m (n = m + 1,m + 2, ... ), (1)

where Cl' C2' ••• 'Cm are constant integers with C1 :F 0 and m > 1. Usually
U1, U2' ••• ,Um have given values. The Fibonacci sequence is defined by the
parameters m = 2, C1 = C2 = 1, U1 = U2 = 1.
The periodic properties of linear recurrent sequences reduced modulo an

integer N, have been discussed several times. For this and related matters see,
for example, Ward (1933), Rees (1946), Duparc, Lekkerkerker, and Pere­
mans (1953), Zierler (1959), Heimer (1964), Tausworthe (1965), Golomb
(1967), and further references in these, works. The subject is of interest in
the theory of numbers and in the theory of the generation of pseudorandom
numbers. Among other things we shall mention and prove some of the
results and we shall also consider the "multiplicative recurrent" congruential
sequence (v,,) exemplified by

v" == 3"" (mod 2S+2),
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(2)
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or, with slightly greater generality,

Vn == vn_1Cm .:. vn_mCl (mod2s+2) (all v's odd), (3)

the case where the c's are all either 0 or 1 being of most interest. (The
number 3 could be replaced by other odd numbers). It can be proved (com­
pare LeVeque, 1956, p. 54) that

(s = 1,2, 3, ... ) (4)

so that if we take the vn's modulo 2s+2 we should take the un's modulo 2s•
We shall also consider moduli other than powers of 2.
On most modern computers a multiplication time is only slightly longer

than an addition time, so that multiplicative methods do not suffer in com­
parison with additive methods. (Very fast methods are useful when random­
number generation forms part of the inner loop of a calculation). Neverthe­
less we shall see that the sequence (vn) has some very interesting properties
that might make it unsuitable for the generation of pseudorandom numbers.
The first suggestion in unclassified literature for the use of a multiplicative

method was published by Lehmer (1951), the modulus being a Mersenne
prime, but moduli that are powers of 2 are about equally convenient and
have also been used: see, for example, Taussky and Todd (1956). The more
general "mixed congruential method", with x; == aXn-1 + b (modN) has
also been considered and it appears to be a good method for some values
of the parameters, but not for all: see, for example Allard, Dobell, and Hull
(1963). For some values of the parameters it shows too much correlation
between successive numbers. It may be that the slightly more elaborate
hybrid method, with N a power of 2,

Wn == (i + nj)wn-1 (mod 2t) (t ~ 3, W1 odd) (5)

will turn out to be satisfactory with i odd and j twice an odd number. We
see at once that all the terms Wn are odd. It might also be worth considering
adding a constant to the right side of (5).
We have not tested the statistical properties of the sequence (wn) but we

shall now prove that it has the cycle 2t-1, when t ~ 3, where by "cycle" we
mean the smallest period.

The proof depends on the following analogue of Wilson's theorem:

1.3.5.7 ... (2t -1) == l(mod2t) for t ~ 3. (6)

This theorem is included in a result stated by Gauss (1801), Art. 78, ac­
cording to Dickson (1919-1950), but since Gauss's book is one of the most
famous ever published on any subject it is unobtainable in most large
libraries. It might therefore be of value to include a proof here.
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Consider the group of odd residues modulo 2t. In this group the elements
- 1 and 2t-1 + 1 are both of order 2 and are distinct if t > 2. But is is known
that the product of all the elements of an Abelian group having more than
one element of order 2 is the identity of the group. (The product of the
elements of order greater than 2 is the identity since each of these elements
. can be paired off with its inverse; and the product of the elements of order
2 is also the identity as can easily be seen by an inductive argument). This
proves (6) for t ;::::::3.
A necessary condition for the sequence W1' W2, .•• to reveal a period is

that for some nand n' we have both Wn == Wn, (mod 2t) and wn+ 1 == Wn,+ l'

that is, (i + nnw; == (i + n'j)wn (mod 2t) and hence that i + nj ==
i + n'j (mod 2t) since Wn is odd, i.e. that n == n' (mod 2t-1) since j is twice
an odd number. So 2'-1 must divide any period. Therefore the cycle is
2'-1 if

that is, if
(i + j) (i + 2j) ... (i + 2t-1 j) == 1(mod 2t). (7)

Now for any pair of integers rand r', we have (i + rj) - (i + r'j) =
(r - r')j and this is a multiple of 2t if and only if r - r' == 0 (mod 2t-1).
Therefore the 2'-1 factors of the left side of (7) are distinct modulo 2t, so
that the left side is congruent to the left side of (6). Therefore by the analogue
of Wilson's theorem it follows that the cycle of (wn) is 2t-1• We see also that
the sequence "closes" with term number 2t-1 + 1, that is, the sequence
"bites its own tail".
We now turn our attention to the sequences (un) and (vn), and we denote

the modulus generically by N. In the first place it is almost obvious that if
N = N1N2, where N1, N2 are coprime, then the cycle of the sequence (un)
(or of the sequence (vn)) is the L.C.M. of the cycles of the sequences taken
modulo N 1 and N2 separately. Hence it is enough to consider the cycles
when N is a prime power pS. We shall be especially concerned with the
case p = 2, partly because this case is the easiest one to consider on a binary
computer and is of most interest in connection with the generation of
pseudorandom numbers.
When the sequence (un) is reduced modulo N let us denote the length of

its cycle by P(N, f,U1, U2' ••• ,um) where f is the monic polynomial defined
by

f(x) = xm - cm~-1 - ... - C1 (m > 1). (8)

The coefficients C1, ••• 'Cm need be defined only modulo N.
Let the maximum cycle of the sequence (un), over all choices of the first
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m terms, be denoted by P(N, f), otherwise expressed,

P(N, f) = max P(N, f, UI, •.• , um).
UI ••••• Um

We shall prove later, without claiming originality, that if f is irreducible
modulo p (that is, if it does not factorize modulo p into factors each of
degree at least 1), then

P(pS, f)l(pm - l)pS-1 (s = 1,2, ... ). (9)

Note that CI must be prime to p if f is irreducible (mod p) so that the
sequence can be uniquely generated backwards. It follows that the sequence
"bites its own tail" when it first completes a cycle.
Now there are irreducible polynomials, which we shall call primeval

(mod p), for which

P(p, f) = pm - 1. (10)

[See note following Equation (15) below. It might seem natural to call a
primeval polynomial "primitive", but this has been preempted. Of course
f is primeval if p" - 1 is prime.] But since it is easily seen that

P(p, f)IP(pS, f)

it follows that when f is primeval (mod p) we have

(11)

for some integer t for which 0 ~ t ~ s - 1. We conjecture that t is always
equal to s - 1 when f is primeval (mod p). We shall be mainly concerned
with the case p = 2. The periods of (un) and (vn) are equal, when (un) is
taken modulo 2S and (vn) modulo 2s+2.

The above conjecture is consistent with all 32 of the results shown in the
table presented by Heimer (1964). We have also checked that when p = 2
we have t = s - 1 for

(i) the multiplicative sequences for f(x) = x3 - x-I, with VI = 1,
V2 = 3, V3 = 3 or 5 or 7; 1 ~ s ~ 8 and s = 22;

(ii) the multiplicative sequence for f(x) = XS - x2 - 1, with
VI = V2 = V3 = V4 = 1, Vs = 3; 1 ~ s ~ 8 and s = 22;

(iii) the additive sequences with UI = C1, •.. , Um = Cm for
f(x) = x2 - x-I, x3 - x2 - 1, and XS - x2 - 1; 19 ~ s ~ 32.

Moreover we found the following remarkable relationship to be satisfied
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in all cases examined, and a proof will be given later:
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(12)
where

r = 0, 1, 2, ... ; n = 1, 2, 3, ... ; v = 2, 3, 4, ... ,
and

(13)

The relationship (12) can be expressed in the form:

Vn+G - Vn' that is, 3un +0 - 3Un (mod 22v),

regarded as a function of n, has period G. In other symbols,

(12A)

where .1G is the operator of differencing at distance G.
Now the fact that Vn (mod 2v+l) has period G can be expressed in the form

.1G Vn == °(mod 2v+I) so it is natural to examine other powers of the operator

.10• We found that

(12B)

for the case f(x) = x2 - x-I, VI = V2 = 3, with v = 2, k = 2,3,4,5
and V = 3, k = 2, 3, 4. These were the only cases examined, but they suggest
that (12B) might always be true when f is irreducible (mod 2). But we
regard this conjecture as quite weak since it is difficult to see how the proof
of (12A), which we give later, could be extended to values of k > 2.
The theorem given by (12) or (12A) seems to be new even for the "multi­

plicative Fibonacci" and "multiplicative Lucas" sequences as they might be
called. The number 3 can be replaced by any other odd number that is as
"primitive as Can be" modulo 22v.The theorem was verified for a variety
of special cases, for the polynomials f(x) = x2 - x-I, x3 - x2 - 1,
and XS - x2 - 1, before we found a proof.

For f(x) = x3 - x2 -1; VI = V2 = 1, V3 = 3; we found that

(14)

when v = 16, 1 ~ r ~ 100. This can be largely explained in terms of (12) by
the following argument.
If it so happens that

(14A)
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Then by (12A) we have
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that is,

so that (14A), with f.1 = 2 and f.1' = 0, when combined with (12), implies
(14) by induction.
Thus, if a relation resembling (14) occurs "by chance" in some sequence

(vn) when r = 1, it will continue to happen for all values of r in that sequence.
Note too that since G is a period of (vn) when this sequence is taken modulo
2"+\ the left side of (14A) can take only 2,,-1 distinct values; so it is not a
very great "coincidence" that (14) is true.

Odd Primes

We have checked that the cycle of the Fibonacci sequence (un) modulo
pS is (pm _1)pS-1 for m = 2 (of course), p = 3, 1 ~ s ~ 4. Also, writing
Vn = 2"",we have found that Ll2/Vn == 0 (mod 35), and that 24 is the smallest
interval for this phenomenon. This suggests that the appropriate form of
(12B) for odd primes p might be

(l2C)

where G = (pm - 1)p"- \ a is a primitive root of p, k ~ 0, and v ~ 2. It
would not be surprising if odd primes behave slight1y differently from the
even prime since this is a feature of primitive roots. The conjecture (l2C)
has not been tested beyond the evidence already mentioned.

Further Explanations

A polynomial d(x) (with integer coefficients) that can be expressed in the
form

g(x) = qQ(x) + F(x) I(x)

is said to be congruent to 0 to the moduli q and I(x), where q is a positive
integer and Q(x), F(x), and I(x) are polynomia1s. A1sotwo polynomials g(x)
and hex) are said to be congruent to the moduli q and I(x) if their difference
g(x) - hex) is congruent to O. This congruence is written in the familiar
notation

g(x) == hex) (modd q, I(x)).

Congruence to a single modulus q is the special case in which I(x) = o.
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An irreducible polynomial (mod p) is a polynomial with integer coeffi­
cients, of degree at least 1, which cannot be expressed (mod p) as the product
of two polynomials each of degree at least 1. This definition is familiar for
any integer p but we shall always assume p to be prime. It is known that
every irreducible polynomial f(x) (mod p) of degree not exceeding m must

, divide
XP"'-l - 1 (modp);

that is
xpm-1 == 1 (modd p, f(x)). (15)

For a proof of this fact see, for example, Adamson (1964), p. 126. It was also
used by Rees (1946), who mentions further that there are irreducible poly­
nomials f (mod p) for which the smallest integer q for which flxq - 1 is
q = pm _ 1.These are our primeval polynomials. In fact there are 4>(pm - 1)/m
such monic polynomials, where 4> is Euler's function (see, for example,
Golomb, 1967, p.49).
We now generalize (15) to recurrence relations modulo pS.

Theorem. If f(x) is irreducible (mod p), then, for every positive integer s we
have X(p"'-l)ps-1 == 1 (modd pS, f(x»). (16)

Proofby Induction: The statement is true when s = 1 since this is the theorem
just stated. Suppose then that it is true for any particular value of s. Then

x(pm_1)pS_l == 1 + pSQ(x) , (moddps+l, f(x)),

where Q(x) is some polynomial. Therefore, by raising both sides to the pth
power we see that

x(pm_1)ps == 1+( f ) pS Q(x) + ...+ (; )psp (Q(x»)P (modd pS+1,f(x)).

== 1 (modd r" 1, f(x)),

as required. [We mention parenthetically that the polynomial
X(pm-l)pS-1 _ 1

has a unique decomposition into factors modulo pS only when s = 1. For
example,

x6 - 1 == (x + 1) (x - 1) (x2 - X + 1) (x2 + X + 1)
== (x + 1) (x - 1) (x2 - x-I) (x2 - x-I) (mod 4).]

The application of the theorem to linear recurrence relations will now be
explained.
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Suppose we have the linear recurrence relation .(1). It is a familiar ele­
mentary fact that the generating function U(x) = Ul X + U2x2 + ... is of
the form

xg(x)
(17)

where g(x) is a polynomial of degree less than m. From this it can be proved
that, when f(x) is irreducible modulo N, the sequence Ul' U2, ... has as its
cycle the smallest integer P for which

~ == 1 (moddN, f(x)), (18)

provided that the H.C.F. of Ul' ... , Umand N is 1.This is proved, for example,
for the caseN = 2, by Golomb (1967), pp. 32-33, and the proof goes through
virtually unchanged for arbitrary values of N.
Now by (16) we know that the congruence (18) will be true with P =

(p" _ l)ps-l when N = pS and this proves (9). Moreover the cycle must be
a multiple of pm - 1 if f is primeval. Therefore we have the

THEOREM. A necessary and sufficient condition for a primeval linearly recurrent
sequence (mod p") to have cycle length (pm - l)pS-l is that (p" - l)pS-2 is not
a period.

The condition of this theorem is easy to check on a binary computer
(without using end-round carry) when p = 2 and s does not exceed the word
length, since the appropriate powers of x can be obtained by successive
squaring of X2"'-1. For example, for the Fibonacci sequence, which is
primeval, we can obtain the coefficients from the relationships:

ao = 2, bo = 1, a,.+l = 2a,.b,.+ a/, b,.+l = a/ + b,.2 (mod Z')
where

In this manner we found that the primeval sequences with U1 = c1, •.. ,

Um= Cm for f(x) = x2 - x-I, x3 - x2 - 1, and x5 - x2 - 1 all have
cycle (2m - 1)2S-1 (mod 2S) for 19 ~ s ~ 32. In view of what has already
been said it would be sufficient here for at least one of the numbers U1, U2 ... ,
Um to be odd.
When f(x) is primeval (mod p) and N = pS, suppose that the cycle length

is (pm - 1)P' (t ~ s - 1). Of the pms possible "beginnings" (u1, ••• , um)
there are pm(s-l) for which all the u's are divisible by p. These generate shorter
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cycles but all the other beginnings do not. Hence there are
ms m(s-1)p - p _ m(s-1)-t

(pm - I)l - p

independent cycles of length (pm - l)pt corresponding to f(x). (As we said
, before, perhaps t = s - 1 always.).

Proof of(12). Letp = 2, let f(x) be of degree m and irreducible (mod 2), and
let G = (2m - 1) 2v-2 (v ~ 2). We have

xG - 1 == 0 (modd 2v-1, f(x))
so that

(xG - l)k == 0 (modd 2(v-1)\ f(x)),

and it follows readily that

IlGk u; == 0 (mod 2(v-1)k) (k ~ 1). (19)

For k = 2 this gives

(20)

We denote UG+n - u; by A for the time being. Then, by (4),

so that

and therefore

s- - 1 == 1 - 3-.i (mod 22v+2).

(Since (2, 3) = 1 the use of negative powers of 3 is meaningful and legitimate.)
But

by (4) and (20). Therefore

Therefore

as asserted in (12A).
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A Result for More Complicated Moduli

The above method of proof can be extended to give interesting results
for more complicated moduli. The following example will give an adequate
impression of this extension and of the kinds of results that can be obtained.
Let

(a ~ 4 f3 ~ 1, y ~ 0). (21)

We have not included 5 as a factor of G because we decided to take f(x)
as the "Fibonacci polynomial" x2 - x-I which is reducible modulo 5
but irreducible moduli 2, 3, and 7. Accordingly we write u; for the nth
Fibonacci number, although we have previously used this symbol mainly
in a more general sense, and we let

Yn = 5"n. (22)

Here we have chosen the number 5 because it is the smallest number prime
to 2, 3, and 7, and is also a primitive root of these three primes.
One period, perhaps the cycle, of the sequence (Yn) modulo 2A 3B 7c is

the L.C.M. of 2A-2, 2.3B-1, and 6.7c-1 and is therefore 2A-2 3B-1 7c-1, so
that

This device gives more information than Euler's theorem since ¢(2A 3B 7C) is
24 times the period mentioned here.
Now

G = (22 -1)2«. 3P-17Y

= (32 - 1) 3P • 2«- 37'1
= (72 - 1) 7'1 • 2«-4 3P-1,

so that

and therefore modulo the L.C.M. of these numbers; i.e.

xG == 1 (modd2«+13P+17Y+1, x2 - x-I)
== 1 (modd42G,x2 - x-I). (24)

Therefore, for any integer k > 0,

and
(25)
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For k = 2 this gives

Denote uG+n - u; by A.. We have, by (25) with k = 1,

A. == 0 (mod 21%+13P+ 17Y+1). (27)

Therefore by (23) we have

5A.- 1 == 0 (mod 21%+33P+2 7y+2),

~GYn == 0 (mod 21%+33P+2 7y+2), (28)
and

We can replace the first A. here by U2G+1I - UG+1I if, by (23) and (26), we use
the modulus 221%+432P+3 72y+3. Hence

Hence

that is,

~G2 5Un == 0 (mod 148,176G2) (G = 21%3P 7Y,a ;::;:4, f3 ;::;:1), (29)

when (un) is the Fibonacci sequence. The simplest example of this is

(30)

We checked this for n = 1 on a computer. The case n = 0 is

5U96 + 1 == 2. 5U48 (mod 212 35 73).

Modulo 212 35 73, this gives a solution of the congruence

Zl + 1 == 2yl,

where I = U48 = 4,807,526,976, since u481u96' (Note the resemblance to
Fermat's equation to a large modulus.) It is also pleasing to write the ex­
ample in the form

(31)

where u'48 denotes the 48th Lucas number. This congruence is not obvious
since U48, being 26 • 32 .7.23.47 . 1103, is not a multiple of L.C.M. (4)(212),
4>(35),4>(73)) = 211 3472.



136 I. J. GOOD AND R. A. GASKINS

References
Adamson, I. T. (1964). "Introduction to Field Theory" Oliver and Boyd, Edinburgh,

London, and New York.
Allard, J. L., Dobell, A. R., and Hull, T. E. (1963). Mixed congruential random

number generators for decimal machines. J. Assoc. Computing Machinery,
10, 131-141.

Dickson, L. W. (1919/50). "History of the Theory of Numbers," Vol. 1. Carnegie
Institution Washington; and Chelsea, New York.

Duparc, H. J. A., Lekkerkerker, C. G., and Peremens, W. (1953). Reduced
sequences of integers and pseudo-random numbers, Math. Centrum Amster­
dam, Rapport ZW 1953-002, 15 pp. (Reviewed by D. H. Lehmer in Math.
Rev. 14, 770.).

Gauss, K. F. (1801). "Disquisitiones arithmeticae".
Golomb, S. W. (1967). "Shift Register Sequences". Holden-Day; San Francisco,

Cambridge, London, Amsterdam.
Heimer, R. L. (1964). Further comments on the periodicity of the digits of the

Fibonacci sequence. The Fibonacci Quarterly 2, 211-214.
Lehmer, D. H. (1951). In "Second Harvard Symposium on Large Scale Automatic

Computing Machinery". Harvard, 145.
LeVeque, W. J. (1956). "Topics in Number Theory, I". Addison-Wesley, Reading

(Mass.), Palo Alto and London.
Rees, D. (1946). Note on a paper by I. J. Good. J. London Math. Soc. 21, 169-172.
Taussky, 0., and Todd, J. (1956). Generation and testing of pseudo-random

numbers. In Symposium on Monte Carlo Methods, 15-28. John Wiley and
Chapman and Hall, New York and London.

Tausworthe, R. C. (1965). Random numbers generated by linear recurrence
modulo two. Math. Compo 19,201-209.

Ward, M. (1933). The arithmetical theory of linear recurring sequences. Trans.
Amer. Math. Soc. 35, 600-628.

Zierler, N. (1959). Linear recurring sequences. J. Soc. Indust. Appl. Math. 7, 31-48.



Investigation of T-Numbers and E-Sequences

DAVID G. CANTOR*

University of California, Los Angeles

A PV-number 0 is a real algebraic integer> 1, whose algebraic conjugates
have absolute value < 1. AT-number is a real algebraic integer > 1, whose
algebraic conjugates have absolute value ~ 1, with at least one conjugate
having absolute value = 1. If x is a real number we shall denote by N(x) the
"nearest" integer to x, i.e., N(x) is the unique integer satisfying x - t <
N(x) ~ x + t; and by Ilxll we shall denote IN(x) - x]. It is known, Salem
(1945), that the set of PV -number forms a closed, non-discrete subset of the
real numbers and that the closure of the set of T-numbers includes the set
of PV -numbers. However, nothing else is known concerning the closure of
the set of T-numbers. The purpose of this investigation is to obtain numeri­
cal evidence concerning the distribution of T-numbers.
Let 0 be a PV or T -number which is a zero of the monic polynomial

nL cj,Xi• It is known, Salem (1945), that there exist infinitely many A in the
i=O
field Q(O) such that if an = N(Aon) then

(1)

for all large n. (If 0 is PV any A EQ(O) such that AOn is an algebraic integer
for large n will do. In fact, an is the trace of AOn and Li c, an-i = 0 for all
large n.) Sequences {an} satisfying (1) or, what is the same thing, an+1 =
N(a//an-1) are called Essequences. Pisot (1938) and Flor (1960) have shown
that if a1 ~ ao + 2J ao, then 4> = lim an+ 1/an exists and is > 1. Furthermore

n ....•00 _

14> - a1/aol < J3/32ao. Such numbers 4> > 1 are called E-numbers. It fol­
lows that the set of E-numbers contains both the set of PV-numbers and the
set of T -numbers. It is not known if the PV - and T -numbers comprise
the E-numbers.

• The author wishesto thank the Sloan Foundation and NSF Grant GP 13164for support
during the preparation of this paper.
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We calculate E-sequences {an} whose limiting ratios 4> are close to 1, and
check whether these E-sequences satisfy linear recurrence relationships
with constant coefficients. (In actuality we can only check a finite initial
segment of such an E-sequence.) If the E-sequence satisfies the recurrence
r r

I c, an+i = 0, then 4> is a root of I c, Xi = ° and is a PV - or T -number.
i=O i=O

The sequence {an} satisfies a linear recurrence relation if and only if the
0()

corresponding generating function a = I an X" is rational. To determine
n=O 0()

this, we work in the field of formal Laurent series of the shape b = I b;xn,
o n=no

where no is an integer (possibly negative). We put A(b) = I b; X", more
k n=no

generally Ak(b) = I b; X". If bno "# 0, we put ord(b) = no, and ord(O) = 00.
n=no

We apply the analogue of the standard continued fraction algorithm for real
numbers to a. The polynomials in 1/X play the role of the integers. This
algorithm will terminate if and only if a is rational. (For a related algorithm
see Berlekamp (1968)). Since this algorithm does not seem to be in the
literature, we describe it here. (A special case for so-called l-fractions ap­
pears in Wall (1948).) Put Ao = a and Co = A(Ao). Inductively, for n = 1, 2,
3, ... put An = 1/(An-1 - Cn-l) and Cn = A(An). Then

a = Co + 1
Cl +----

C2 + ....
where the c/s are polynomials in I/X. Put P-2 = 0, P-l = 1, q-2 = I,
q-l = ° and inductively for n = 0, 1, 2.... let P« = CnPn-l + Pn-2 and
qn = cnqn-l + qn-2· Then Pn/qn are approximants to a in the sense that
ord(qn a - Pn) = - ord(qn+ 1) if an+ 1 is defined, and otherwise qn a - P« = 0.
If p, q are polynomials in I/X satisfying ord(qa - p) > - ord(q) then the
fraction rl« is in fact among the fractions Pn/qn. This means that any linear
recurrence of degree d, which is satisfied by the sequence {an} for d or more
consecutive times, will give rise to one of the rational approximants Pn/qn.
The algorithm, as described, is unwieldy, for it involves working with the
entire power series a, or at least with the entire initial segment of interest.
The modification we describe now brings in coefficients of a when they are
needed and no sooner.
Put s, = qna - P« and hn(m)= qnAm(a) - Pn. The identity An = - hn-2/hn-1

is easy to verify. It follows that Cn = - A(hn-2/hn-1) and in fact c, =
- A(h~~2) for all sufficiently large m. The algorithm follows:

T • (Initialize).
Put h-2 = ao, h: , = - 1, q-2 = 1, q-l = 0, n = 0, m = 0.
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II. (Increase m if necessary).
If hn-1 = 0 or if ord(qn-2) - ord(hn-1) + m < 0 or if
ord(qn-l) + ord(hn-2) - 2 ord(hn-1) + m < 0 then
A. Put h'n-2 = hn-2 + qn-2 am+1 Xm+1

h'n-l = hn-1 + qn-l am+1 Xm+1
m' = m + 1.

B. Replace m, hn-1, hn-2 by m', h'n-l' h'n-2' respectively.
C. Repeat Step II.

III. (Calculate en and hn).
When the conditions of step II are no longer met, put en = - J...(hn-2/hn-1),
qn = enqn-l + qn-2' and h; = en hn-1 + hn-2· Increase n by 1 and go to
step II.
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The algorithm terminates when m (or n) is large enough. Note that the
quantity called h; in the algorithm is in fact what was denoted by hn(m)earlier.
When using this algorithm one finds that the coefficients of the power series
(which must be kept exactly) are rational numbers whose numerators and
denominators are enormous integers with varying, unpredictable numbers of
digits. For this reason a multiple-precision arithmetic package with auto­
matic storage allocation was written. t
The results of these calculations are still preliminary in nature and will be

described later. However, it is noteworthy that the E-sequences we have
calculated (mostly with ao ~ 20) seem to satisfy recurrences of low degree if
they satisfy any recurrence we can find. Furthermore the coefficients of these
recurrences are always small integers. Paul Galyean has made use of this
empirical fact by performing the continued fraction algorithm (modp) where
p is a large prime, in our case 231 - 1, thus speeding calculations consider­
ably. These results are then checked using multiple precision arithmetic. In
no case has a false recurrence been found.

Pisot (1938) showed that all E-sequences with ao = 2 and ao = 3 satisfy
linear recurrence relations of low degrees and actually obtained their coeffici­
ents. It is not surprising that he did not continue for ao = 4, for our calcul­
ations show that the E-sequence with ao = 4, a1 = 13 satisfies no recurrence
relation of degree ~ 100. A somewhat surprising result was that certain in­
itial segments of E-sequences satisfied recurrences, not of the PV or T type,
for many terms. For example the sequence with ao = 8, al = 10 satisfied the
recurrence an = an-l + an-6 for 6 ~ n ~ 37. Since the roots of x6 = XS + 1
are not PV or T numbers the above recurrence cannot hold for all n.

t This package, written in 360 assembly language for use with PLjI, is suitable for large
360'sand is available from the author.
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Use of Computers in Cyclotomy

JOSEPH B. MUSKAT

Department of Mathematics, Bar-Ilan University, Ramat Gan, Israel

1. Cyclotomy of order e over GF(p). For any prime p == 1 (mod e), define
the cyclotomic number (h, k)e' 0 ~ h, k ~ e - 1, as the number of solutions
of

indgn == h(mode), indg(n+ 1) == k(mode), 1 ~ n <» - 2, (1)

where g is a fixed primitive root of p. A good general reference is Dickson
(1935a).
The Jacobi sums of order e

p-l
Re(u, v) = L pv indg z+u indg(l-z),

z=2
p = exp (2ni/e), (2)

are closely connected with the cyclotomic numbers (Whiteman (1960) (2.7»:

e-l
e2(h, k)e = L (-1)u/ Re(u, v) p-hu-kv,

u,v=O
f= (p -l)/e. (3)

If the exponents of P in (2) which are congruent (mod e) are grouped, one
may write

e-l

Re(u, v) = L C(j, u, v)Pi.
i=O

(4)

The integers C(j, u, v) will be called Jacobi coefficients.
The basic problems of cyclotomy are

(a) determining relationships between pairs of Jacobi sums of orders e and
divisors of e,

(b) from these relationships deriving relationships between Jacobi coefficients,
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(c) deriving from

u, v, u + v ¢. 0 (mod e)

diagonal quadratic forms which represent p or a fixed multiple of p,
(d) finding formulas for the cyclotomic numbers. These formulas have the

form
t

L Qh,k,y s, = (h, k)e'
y=1

(5)

where the I,include p, a constant, and certain linear combinations of Jacobi
coefficients, the latter being replaced by coordinates of the above-mentioned
diagonal quadratic forms where possible.
There are several ways in which using the computer can facilitate finding

formulas for cyclotomic numbers. If e is a prime, one may derive from the
analysis of Dickson (1935b) the number of variables, say t, in the formulas
for the cyclotomic numbers of order e. Compute the cyclotomic numbers for
t primes p == 1 (mod e). From these, calculate the needed Jacobi coefficients.
Insert the values of the cyclotomic numbers and the values of the J's into (5)
to obtain for each (h, k)e a set of t simultaneous linear equations in the t
unknowns Qh,k,y, y = 1, ... , t. Solve these equations to determine the form­
ulas.
This method was applied for primes e = 7, 11, 13. The computer was used

to calculate the cyclotomic numbers and the Jacobi coefficients as well as to
solve the simultaneous linear equations. For e = 13 the matrix (Jy) was
30 x 30 and there were 35 vectors of constants.
Exact solutions were needed. It was found that when the right side of (5)

is multiplied by 4e2, the new Q's turn out to be integers. Rounding the com­
puted solutions gave exact results.
If e is composite, however, the famous identity of Davenport and Hasse

(1935) (0.9)

d-l d-1n r:(qc + r) = p-rd indgd r:(rd) n r:(qc),
q=O q=1

e = cd, (6)

where r:(s) denotes the Gaussian sum

p-1L ps indg % exp (2niz/p),
%=1

expressed in terms of Jacobi sums provides additional relationships between
Jacobi coefficients. The implication is that if the distinct prime divisors of e
are d1, ••• ,dm, we can group the primes p == 1 (mod e) into equivalence classes
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based on ind, d, (mod ejdj), j = 1, ... , m. (The class into which a prime falls
usually depends upon the choice of g.) Then for the primes in each class
there is a set of cyclotomic number formulas in terms of fewer variables than
are needed in a set of formulas which hold for all primes p == 1 (mod e).

When the number of variables is known, formulas can be determined by
. solving simultaneous linear equations, as above. This technique was applied
for e = 9 and e = 20. In the latter case this was done only for those classes
having enough (i.e., 18)primes for which the necessary data had been compu­
ted. The resulting formulas were very valuable in checking out the rather
lengthy computer program which generated the formulas for the cyclotomic
numbers directly (i.e., without reference to computed values). (Some early
efforts to determine formulas from computed values failed because too few
variables were used (Lehmer, 1954; Bruck, 1956).
In order to derive the formulas directly, one needs the solution to prob­

lem b) above. This, in turn, requires solving problem a). Specifically, one
needs to know when one Jacobi sum is a 2eth root of unity times an auto­
morphic image of another, and what is the root of unity (Zee, 1968).
One may calculate the Jacobi sums for several primes and look for rela­

tionships, then try to prove the observed patterns using elementary relation­
ships between Jacobi sums and the Davenport-Hasse identity. A drawback
is that one may overlook some of the relationships. A preferred approach is
to have the computer check, using the formula of Kummer (Dickson,
1935c; Theorem 4), whether two Jacobi sums have the same prime ideal
factorization. If so, the mathematician may refer to computations to help
formulate the arithmetic aspect of the relationship, i.e., to what root of unity
is their ratio equal. This information, in turn, will give guidance for the
proof. For example it is apparent that in order to establish (Muskat, 1968)

R30(2,2) = p-2 ind 2-6 ind 3+5 ind 5 R3o(16, 9)

the Davenport-Hasse identity (6) must be applied with d = 2, 3, and 5.
For certain values of e, however, applying the elementary relationships

and the Davenport-Hasse identity does not give all the relationships between
pairs of Jacobi sums. Other information is needed in determining which
square root is to be taken. Such sign ambiguities have been encountered for
e = 12, 15, 24 Muskat, 1968, 20 (Muskat and Whiteman, 1970), 21, 28
and 39 (Zee and Muskat, 1970).
The following procedure was helpful in studying sign ambiguities, First

calculate the Jacobi sums involved for several primes to verify that some­
times one square root is taken and sometimes the other, and that the choice is
independent of the indices of divisors of e and the parity off (This is neces­
sary, as a ± left by Dickson (1935c; 44) in studying e = 18 was resolved re­
cently by Baumert and Fredricksen (1967; 4.11) using (6).) Then make
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lists of primes for which each square root is selected and include possibly
relevent binary quadratic decompositions of each prime. Stare at the numbers
in the quadratic decompositions until a distinction between the lists is dis­
covered. Then try to prove this distinction (perhaps by means of congruence
properties of sums of cyclotomic numbers). Example:

R21(1, 4)2 = p14 ind 7 R21(3, 6)2, p = A2 + 7B2.
R21 (1, 4) = p7 ind 7 R21 (3, 6) if and only if 31B; otherwise 31A.

For e = 12, 20, and 28 the situation is somewhat more complicated. There
arise identities of.the form

The sign of m2 can be determined with the aid of (6). In addition, it can be
associated with a congruence condition on X and Y in

(7)

If m2 = + 1, the sign of m can be associated with further congruence condi­
tions, but not by means of (6). If m2 = - 1, however, the sign of m depends
upon the choice of the primitive root g.
The program which computed prime ideal decompositions of Jacobi sums

also determined the automorphisms leaving a decomposition invariant. A
Jacobi sum with decomposition invariant under "many" automorphisms had
its arithmetic properties investigated (by hand). The most interesting disco­
very was R39(1, 16), with decomposition invariant under 4>(39/2 = 12 auto­
morphisms. This suggested that R39(1, 16) might be associated with a binary
quadratic decomposition ofp. The following was found: (Zee, 1968; Chapter
8)

R39(1, 16) = mp13 ind 13 R39(2, 32), m = + 1.

Sincep == 1(mod 3), 4p = L2 + 27M2.
m = 1 if and only if M == 0, ±4(mod 13) if and only if

p13 ind 13 R39(1, 16) = E + P.J-39,
so that p = E2 + 39P2.

m = -1 if and only if L == 0, ±4(mod 13) if and only if
p13 ind 13 R39(1, 16) = G.J -3 + H.J13,

so that p = 3G2 + 13H2.

The prime ideal decompositions of Jacobi sums were computed for e~ 100
and selected larger values of e. Examination of these tables revealed no other
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instance of the conditions associated with the known occurrences of sign
ambiguities; perhaps there are no more than the seven sign ambiguities noted
above (but see Zee and Muskat (1970) for related phenomena).
Computers have also played a role in various applications of cyclotomy,

such as the existence of residue difference sets (Baumert and Fredricksen,
, 1967) and power residuacity (Muskat, 1964).

2. Cylotomy of order e over GF(p2). To compute the cyclotomic numbers
of order e over GF(p), a table of ind n, 1 ~ n ~ p - 1, is needed. The size of
the computer memory limits the size of p that can be handled. This limit can
be extended by storing only the first half of the table and, with some sacrifice
of speed, by packing several entries into one memory location. The limits
imposed by the memory size of the IBM 7090 caused the author no hardships.
The cyclotomic numbers of order e over GF(p2) are defined as in (1) except

that n ranges over all values of GF(p2) but 0 and -1. Constructing an index
table has both time and space requirements which are O(p2). The former is
essentially an inconvenience if one's computer is not saturated, but the latter
is a severe restriction, The space (but not the time) requirement can be re­
duced to O(p) as follows:
Elements of GF(p2) can be represented in the form a + bx, a, be GF(p), x2

a quadratic nonresidue ofp. If a i= 0, ind(a + bx) = ind a + ind(1 + a-1 bx).
If a = 0, ind(a + bx) = ind b + ind x. Thus three tables are needed: ind a,
1~ a ~ p - 1; a:', 1~ a ~ p - 1; ind(1 + bx), 0 ~ b ~ p - 1.
The time required to compute each of these tables is O(p). Thus adapting

this approach to the calculation of the Eisenstein sum
p-lL exp (2ni ind (1 + bx)je)
b=O

yielded an algorithm with both space and time requirements which are O(p).
Giudici (1967) examined values of Eisenstein sums in studying the evalua­
tion of the character sums defined by Brewer (1966).

3. A conjecture. Reliability and speed are characteristics which make the
digital computer a useful tool for research in number theory. A drawback is
the time lag between conceiving an idea and getting numerical evidence from
a computer program written to gain insight into a particular situation. The
author is enthusiastic about performing interactive computing for prelimin­
ary explorations, based upon his experiences with PTSS (Pitt Time Sharing
System) over the past few years. Programming is simpler, for one need not
anticipate all eventualities at first. Having access to any desired intermediate
results hastens error detection and removal. One can often receive useful
results after a single session at a terminal.
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The time lag can also be shortened somewhat if flexible programs had been
prepared previously for related problems or if good subroutine packages are
available. For example, while looking something up in Hasse (1958) recently,
the author took another look at the expression for ind 2 (mod 32) and com­
pared it with results cited in Whiteman (1954). A generalization was suggested.
Since testing it required only minor modifications of existing programs, sign­
ificant supporting evidence was available within a couple of days.
Let De(j) = C(j, 1, te) - C(j + te, 1, te), e even. Then

te-1
Re(l, te) = L DeCj)pj·

j=O

The conjecture takes two forms. Let n > 3.

n-1 2t_3-1

tD4(1) + L 2t-2 L D2t(2j + 1)
t=3 j=O

(8)
== (2n-2 + 1) ind 2 (mod 2n);

n-2 2t-3-1
tD4(1) + L 2t-2 L D2t(2j + 1)

t= 3 j=O

(9)
2"_4_1

- 2n-3 L D2tl-l(2j + 1) == ind 2 (mod 2").
j=O

To perceive more clearly the relationship of the conjecture to the formula- .
tions in Whiteman (1954) and Hasse (1958), note that the terms in the sum­
mations in (8) and (9) occur in the quadratic partitions (Giudici, Muskat
and Robinson (to be published))

te-l
p = De(O)2 + 2 L De(y)2,

y=1

while tD4(1) = ± Y in (7).
The conjecture has now been verified for

n = 6, 7, p == 1 (mod 2"), p < 20,000,
n = 8, p == 1 (mod 2"), p < 19,000.

The author recognizes that proof of the conjecture will provide a satisfactory
theorem "for those who regard the Jacobi sums as known" (Bruck, 1956).
Those who look upon the quadratic partitions as basic will prefer another
formulation.
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Calculation of the First Factor of the Cyclotomic Class Number

ROBERT SPIRA

Department of Mathematics, Michigan State University,
Ann Arbor, Michigan, U.S.A.

Recall that the cyclotomic field is the simple algebraic extension of the
rationals by (e21ti/m), which is of degree 4>(m), and is generated by any root of
Qm(x), the mth cyclotomic polynomial. These fields are of basic scientific
interest. In what follows, to avoid certain trivial exceptions, we take m ¥= 2
(mod 4) and m > 1. From general algebraic number theory, we know that
the integral ideals of this field may be partitioned into a finite number of
classes, and this number is called the class number H(m). We write, for this
cyclotomic field,

in the classical manner, Metsankyla (1967), where 2H 1(m) is an integer.
The quantity HI (m) is of interest because of the Fermat problem. Indeed,

in the case m =p, an odd prime, then HI (m) is an integer, and H(p) is divisi­
ble by p if and only if HI (p) is divisible by p. A prime p which divides H(p)
is called irregular, and the least such prime is 37. The Fermat theorem is
known for regular p.
A formula for HI (m) is

k
Hl(m) = (2m)1-4J(m)/2 e(m) fI I] (2k)-1 L (-x(l)l)

klm xePk l= 1

where
(
1 ifm odd,

e(m) =
t otherwise

Pk = {XIX(-1) = - 1, Xa primitive charactermod k}.

The sums in the above formula are similar to sums for certain quadratic
field class numbers. Also, it is clear that the product over Pk need not be re­
peatedly calculated.
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The calculation of H1{m) can be outlined as follows:

1. Factor m,
2. Calculate cjJ{m), e{m),
3. Find all divisors k of m,
4. For each k find all primitive characters mod k with X{-1) = -1,
5. Calculate the sums,
6. Multiply the sums together,

where of course the actual calculation will be in a different form to avoid
repetition.

The steps above represent the several portions of the program. Steps 1 and
2 are obvious. The divisors in step 3 are found by trial.

The generation of the primitive characters is more interesting. For each k
we find a basis of M{k), the multiplicative group of residues prime to k. In
case k is odd and

we set g{Pj) = the least positive number which is a primitive root modp,"
for all IX. Then we solve

i =1= j.

For k divisible by 2, slightly different procedures are necessary. Now any
character Xis determined by its values at B1, ... , BR· We determine P1' .. " PR
by

where

Then we number the character X by the Cantor numbering system:

o ~ N ~ cjJ{k) -1.

Given N, we can also find XN' We can generate the N's which belong to primi­
tive X's.

Thus, step 4 is really

4a generate N's belonging to primitive X's,

4b generate for each such N,XN'
4c check to see that XN{ -1) = -1.
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Now XNU) = e27tifj/l/J(k), and the generation ofXN gives the integersrj, 1~ 'tj ~

c/J(k), or 'tj = ° if XNU) = 0. Previously, (Metsankyla, 1969), the sum
k

L x(l)l
l=1

was calculated in double precision floating point. However, there was no
error analysis, though the results are probably correct. The process presently
being used rests on the unique representation of an algebraic number as a
residue of an irreducible polynomial. Set

e27titj/l/J(k) = a + a ); + a );2 + + a );l/J(m)-1° 1~ 2~2 .•. l/J(m)-I~

where ao, ..• , al/J(m)-l are integers and
~ = e2ni/l/J(m),

Thus,
XN(l) ~ (ao, aI' ... , al/J(m)-I)

and there are subroutines to add and multiply such vectors. To carry out the
multiplications the cyclotomic polynomial Ql/J(m)(X) is used. Its coefficients are
automatically generated.
Finally, when all these vectors are added and multiplied together, one gets

the vector
(H1(m), 0, 0, .. ,,0),

The programming was done in ASA FORTRAN, since the underlying
machines are always changing.
As it turns out, the quantities 2H 1(m) are integers which in many cases

exceed the precision capability of present day machines. To handle this, a
multiple precision routine was constructed, written also in FORTRAN.
This last routine is a simulation of an imaginary machine and is extremely

flexible. It was designed along the lines of the IBM 704, with AC and MQ
registers, and has a repertoire of about thirty commands including fixedpoint
and floating point arithmetic.
The word structure is given by three parameters, N, p, k, and a simulator

word consists of N + 1machine words, the first a sign word, and the next N
words each having k P-digits. The base p can be odd and it is usually chosen
small for reasonable divide times. Each word of k P-digits is represented in
the hardware machine as a single integer n, °~n < pk. It is planned to cal­
culate all H 1(m) with m ~ 2000.
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A Numerical Study of Units in Composite Real Quartic and
Octic Fields

HARVEY COHN*

University of Arizona, Tucson, Arizona, U.S.A.

Introduction

Composite-quadratic fields Q(m1t, m2t, ...) are an attractive area of re­
search on class number because of many formulas involving fundamental
units quite simply. Such fields can be imbedded in a maximal composite­
quadratic field where the corresponding m, are positive or negative primes
chosen so that each quadratic field has only one prime divisor in its
discriminant, (i.e.,m, = 2 or (_1)(P-l)/2 p for p an odd prime> 0). Thus the
composite quadratic field can be imbedded in a real maximal composite­
quadratic field precisely when every (square-free) m, is the sum of two squares
(or has only positive prime divisors ¢ - 1 (mod 4)). In what follows we
restrict m, accordingly, dealing with quartic and octic fields.
We follow the general pattern of work of Kuroda (1943), Kubota (1953),

Wada (1966), in which no restriction to real fields was made. Their work
was not largely computational; the restriction to real fields makes large
scale computing more feasible. Class numbers of composite fields emerge in
the process .
.We presuppose knowledge of Ince's tables (1934) of fundamental unit and

class number as restricted to real quadratic fields Q(mt) for square-free
m < 2025. Let us call B(m) the fundamental unit (for m square-free) and
normalize

B(m)> 1 (1)

Our computation is primarily a table of units of type

n = f/(m1, m2) = (B(m1) B(m2)B(m3))t (2)

• Research supported by the U.S. National ScienceFoundation Grant G-6423. Computer
support on the CDC3600 at the Argonne National Laboratory, (Argonne, Ill. U.S.A.),
made possible through the cooperation of Dr. Wallace J. Givens, Director Applied
Mathematics Division, and Mr. Burton S. Garbow, Program Analyst.
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where the norms satisfy

(3)

and m 1m2 m3 is a perfect square, or in usual terms,

(4)

The computation is subject to the limitation of Ince's table, m, < 2025.
Such units (2) are indeed a biquadratic generalization of the quadratic units
(3) satisfying the Pellian equation of norm - 1.

Main Theorem

The following theorem governs the results achieved here. It is an extension
of work of Kubota (1953) and Wada (1966). It will be proved in a more
general form in a later paper:
Let k be a totally real unique factorization field of maximal unit-signature

rank, (i.e., any totally positive unit is a perfect square). Let /11' /12 be totally
positive integers in k (not necessarily distinct). Let '71' '72, '73 be units as
follows:

(5)

let the product '71 '72 '73 ~ 0 (totally positive) and let

(6)

where N k is the norm relative to k in each case. Then there exists a totally
positive /1 E k, which serves the purpose that

(7)

This /1 divides the relative discriminant of k4 over k.
As a corollary, when k = Q and /1i are integers m, of the type considered

here, then /1 = d where d is a square-free positive divisor of m1 m2' Thus
in (2)

(8)

Actually the determination of d is not trivial when m 1m2 m3 has more than 3
prime factors. (Compare the "Redei decomposition", Redei (1934) or the
"principal divisors of the discriminant" which occur in quadratic and cubic
field theory, Barrucand and Cohn (1970).
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If we can take d = 1, then we call 17 a "Kuroda unit" and call
Q(m1t,m2t) a "Kuroda field". Here 17is quartic, and

(9)

By the main theorem, 17is a Kuroda unit when m, and m2 are (positive,
rational) primes. (This was observed by Scholz (1934) as a consequence of
class-field theory). If 17 is not a Kuroda unit then 17 is octic and

(10)

Computation of Table I

The method of computation is primarily double precision decimal
(CfX' 3600). First of all, the sub-table of e(m) with Ne(m) = - 1,
m < 2025 was fed into the computer (in integral form for decimal storage).

TABLEI. Coordinates of dt 17= (de(M(J)) e(M(K)) e(M(L)))t.
The NORM = - d2 is truncated from an earlier print-out

N

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

6
10
46
52
52

350
46
68
50

540
562
340

4868
100

10910
674
74

350
1040

234660
86

1172
7376

46886
596326
173592

5350714
21296

110
523044

T U M(J)

2
6

38
34
38

278
32
46
40

398
398
234

3442
70

7820
478
56

242
730

161098
64

814
5242

33164
401674
124798

3748476
15058

80
369818

2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2

2
2

10
8
8

54
6
8
6

56
54
32

416
8

906
54
6

26
76

16232
6

72
452

2818
33186
9812

297742
1140

6
27080

V M(K)

5
13
29
37
41
53
61
65
85

101
109
113
137
145
149
157
173
181
185
197
229
265
269
277
293
313
317
349
365
373

2
2
6
6
6

34
4
6
4

38
38
22

294
6

632
38
4

18
54

11822
4

50
318

1992
24634
7054

212504
806
4

19150

w M(L) SGN NORM

10 4
26 2
58 1
74 4
82 2

106 7
122 1
130 2
170 7
202
218
226
274
290
298 7
314 1
346 7
362 4
370 4
394 4
458 1
530 1
538 1
554 7
586 4
626 7
634 2
698 1
730 1
746 4

-1.0
-1.0
-1.0
-1.0
-1.0
-1.0
-1.0
-1.0

-25.0
7 -1.0
1 -1.0
1 -1.0
1 -10
2 -25.0

-1.0
-1.0
-10
-1.0

-25.0
-1.0
-1.0
-1.0
-1.0
-1.0
-1.0
-1.0
-1.0
-1.0

-25.0
-1.0
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N T U M(J) V M(K) W M(L) SGN NORM

31 822108 581506 2 41696 389 29474 778 7 -1.0
32 22430 15864 2 1126 397 796 794 1 -1.0
33 12450144 8778118 2 615620 409 434050 818 4 -1.0
34 7838 5622 2 382 421 274 842 2 -1.0
35 56491224 39948286 2 2642548 457 1868702 914 7 -1.0
36 858646 608534 2 40082 461 28278 922 1 -1.0
37 61672 43030 2 2812 481 1962 962 4 -169.0
38 18500 13330 2 856 485 594 970 7 -25.0
39 1190 850 2 54 493 38 986 7 -289.0
40 623254 441102 2 27650 509 19534 1018 1 -1.0
41 1000484 707086 2 43832 521 30978 1042 1 -1.0
42 19198 14072 2 862 533 588 1066 1 -1.0
43 2917150 2062736 2 125418 541 88684 1082 2 -1.0
44 2643677360 1862811810 2 111623692 557 79207418 1114 2 -1.0
45 806 572 2 34 565 24 1130 7 -1.0
46 98733604 69815118 2 4139128 569 2926802 1138 1 -1.0
47 4110 2872 2 166 613 116 1226 4 -1.0
48 15606 10676 2 602 629 440 1258 2 -289.0
49 1580849254 1118386886 2 61894274 653 43744038 1306 1 -1.0
50 507874 359116 2 19754 661 13968 1322 4 -1.0
51 57023980 40969342 2 2226792 677 1549702 1354 7 -1.0
52 366 262 2 14 685 10 1370 7 -1.0
53 325297048 230011662 2 12285868 701 8687726 1402 2 -1.0
54 2617972 1851166 2 98320 709 69522 1418 4 -1.0
55 143658 98516 2 5146 733 3752 1466 4 -1.0
56 25905524 18317966 2 941552 757 665778 1514 4 -1.0
57 552 386 2 20 761 14 1522 4 -1.0
58 5426 3814 2 194 773 138 1546 2 -1.0
59 128300 89390 2 4512 785 3238 1570 2 -25.0
60 203465426 144196908 2 7223402 797 5096200 1594 1 -1.0
61 2122705300 1500978734 2 74630344 809 52771602 1618 1 -1.0
62 1717625818 1214607016 2 59948622 821 42387908 1642 7 -1.0
63 2556416 1807642 2 88788 829 62782 1658 1 -1.0
64 7999050 5656012 2 273874 853 193664 1706 4 -1.0
65 127520 89990 2 4356 857 3074 1714 4 -1.0
66 35019420 24762610 2 1190696 865 841954 1730 2 -25.0
67 693623584 490465098 2 23421964 877 16561858 1754 2 -1.0
68 4598 3254 2 150 941 106 1882 7 -1.0
69 68822 48672 2 2234 949 1580 1898 2 -169.0
70 16851390552 11915732534 2 545870084 953 385988438 1906 7 -1.0
71 78550 54080 2 2462 965 1788 1930 4 -25.0
72 1508 1066 2 48 985 34 1970 2 -1.0
73 8308812 5875246 2 263144 997 186070 1994 7 -1.0
74 7 5 5 3 13 1 65 7 -1.0
75 11 5 5 3 17 1 85 1 -1.0
76 46 18 5 8 26 4 130 4 -1.0
77 13 7 5 3 29 1 145 1 -1.0
78 54 22 5 8 37 4 185 2 -1.0
79 407 153 5 47 53 25 265 4 -1.0
80 106 46 5 14 58 6 290 1 -1.0
81 265 111 5 31 73 13 365 4 -1.0
82 424 192 5 50 74 22 370 1 -4.0
83 179 85 5 19 89 9 445 7 -1.0
84 906 394 5 92 97 40 485 1 -1.0
85 762 350 5 74 106 34 530 2 -10
86 883 393 5 83 113 37 565 4 -10
87 3112 1472 5 298 122 126 610 . 1 -4.0
88 2071 925 5 177 137 79 685 1 -1.0
89 137 63 5 11 157 5 785 7 -1.0
90 115673 56863 5 9667 173 3933 865 7 -1.0
91 13045 6071 5 939 193 437 965 7 -1.0
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TABLE I (continued)
N T U M(J) V M(K) W M(L) SGN NORM

92 188 88 5 14 197 6 985 7 -1.0
93 5146 2302 5 362 202 162 1010 2 -1.0
94 324 148 5 22 218 10 1090 7 -4.0
95 202 94 5 14 226 6 1130 1 -1.0
96 237 115 5 17 229 7 1145 1 -1.0
97 11647 5205 5 763 233 341 1165 4 -1.0
98 1183 509 5 71 257 33 1285 4 -1.0
99 828 364 5 50 274 22 1370 4 -4.0

100 29661 13271 5 1783 277 797 1385 1 -1.0
101 6974873 2901139 5 378983 293 182229 1465 4 -1.0
102 31936 14328 5 1850 298 830 1490 2 -4.0
103 637595 284785 5 36039 313 16097 1565 4 -1.0
104 262068 117364 5 14810 314 6614 1570 7 -40
105 10645625 4827443 5 606279 317 267397 1585 1 -1.0
106 361699 166705 5 19703 337 9081 1685 2 -1.0
107 9400 4176 5 502 346 226 1730 2 -4.0
108 15542 6950 5 832 349 372 1745 1 -1.0
109 4434 1954 5 236 353 104 1765 1 -1.0
110 164986 76222 5 8958 362 3878 1810 1 -1.0
111 89740 40128 5 4646 373 2078 1865 4 -1.0
112 1215222 542882 5 61222 394 27350 1970 1 -1.0
113 4613721 2062579 5 231473 397 103555 1985 2 -1.0
114 46 16 10 14 13 4 130 1 -1.0
115 52 16 10 12 17 4 170 2 -4.0
116 32 10 10 6 26 4 65 2 -1.0
117 34 10 10 6 29 2 290 4 -1.0
118 308 100 10 52 37 16 370 1 -4.0
119 46 14 10 6 53 2 530 2 -1.0
120 244 76 10 32 58 20 145 4 -4.0
121 8348 2618 10 1060 61 338 610 4 -4.0
122 1196 376 10 140 73 44 730 1 -4.0
123 380 120 10 44 74 28 185 2 -40
124 301108 95216 10 30572 97 9668 970 2 -4.0
125 572 178 10 56 101 18 1010 2 -1.0
126 24484 7724 10 2378 106 1504 265 4 -1.0
127 460 146 10 44 109 14 1090 2 -4.0
128 2892 914 10 272 113 86 1130 4 -1.0
129 1264 398 10 108 137 34 1370 1 -1.0
130 540. 170 10 44 149 14 1490 2 -4.0
131 251132 79294 10 20012 157 6338 1570 2 -4.0
132 4908 1514 10 364 173 118 1730 2 -4.0
133 1917122 606398 10 142534 181 45062 1810 1 -1.0
134 26410372 8351692 10 1901060 193 601168 1930 4 -4.0
135 444 142 10 32 197 10 1970 1 -1.0
136 238 76 10 16 226 10 565 1 -1.0
137 5132 1622 10 310 274 196 685 4 -4.0
138 780 248 10 44 314 28 785 2 -4.0
139 1262668 399988 10 68000 346 42932 865 7 -4.0
140 1992764 630418 10 100394 394 63520 985 7 -1.0
141 3856 1210 10 182 442 116 1105 2 -1.0
142 2572 812 10 120 458 76 1145 4 -4.0
143 945724 299064 10 40180 554 25412 1385 1 -4.0
144 408041632708129034093948 10 16856044480 586 106606985801465 4 -4.0
145 554 174 10 22 626 14 1565 4 -1.0
146 805632005044254763209186 10 31995734326 634 20235879176 1585 4 -1.0
147 31916 10092 10 1208 698 764 1745 4 -4.0
148 8144300 2575452 10 298184 746 188588 1865 4 -4.0
149 37704956 11923418 10 1338106 794 846288 1985 7 -1.0
150 8992 2372 13 1406 37 410 481 2 -1.0
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N T U M(J) V M(K) w M(L) SGN NORM

151 71 19 13 11 41 3 533 4 -1.0
152 7304 2032 13 962 58 266 754 7 -4.0
153 15187 4211 13 1777 73 493 949 2 -1.0
154 188 52 13 22 74 6 962 1 -4.0.
155 28144 8072 13 3214 82 862 1066 7 -4.0
156 3025 785 13 307 85 91 1105 4 -25.0
157 472 132 13 50 89 14 1157 2 -1.0
158 54083 14999 13 5491 97 1523 1261 4 -1.0
159 290 78 13 28 101 8 1313 4 -1.0
160 47590 13198 13 4622 106 1282 1378 4 -1.0
161 1679671 466939 13 161257 109 44621 1417 7 -1.0
162 1354 386 13 126 122 34 1586 7 -1.0
163 1557 433 13 133 137 37 1781 2 -1.0
164 133 37 13 11 149 3 1937 1 -1.0
165 84 20 17 16 26 4 442 2 -4.0
166 67 17 17 13 29 3 493 1 -1.0
167 50 12 17 8 37 2 629 2 -1.0
168 370 90 17 58 41 14 697 1 -1.0
169 60 14 17 8 53 2 901 4 -1.0
170 1004 244 17 132 58 32 986 7 -4.0
171 225 55 17 29 61 7 1037 7 -1.0
172 6050 1490 17 762 65 182 1105 1 -25.0
173 1086074 263442 17 127130 73' 30830 1241 1 -1.0
174 17876 4348 17 2084 74 504 1258 7 -4.0
175 4451842 1079754 17 452026 97 109630 1649 1 -1.0
176 303 73 17 29 109 7 1853 4 -1.0
177 1341536942 325422122 17 126221202 113 30608282 1921 7 -1.0
178 2032 414 26 392 29 74 754 1 -4.0
179 124 24 26 20 37 4 962 2 -4.0
180 66540 13090 26 10424 41 2038 1066 1 -1.0
181 2450 494 26 346 53 66 1378 7 -1.0
182 3186 628 26 410 61 80 1586 1 -1.0
183 14116 2768 26 1652 73 324 1898 4 -4.0
184 57812 11364 26 6736 74 2636 481 1 -4.0
185 92 18 26 10 82 4 533 2 -4.0
186 3856 762 26 298 170 116 1105 7 -1.0
187 8840 1734 26 622 202 244 1313 7 -1.0
188 5766164 1131284 26 390688 218 153180 1417 1 -4.0
189 2450 480 26 148 274 58 1781 4 -1.0
190 38116 7492 26 2208 298 868 1937 2 -4.0
191 2424 436 29 386 37 74 1073 4 -1.0
192 2931 541 29 455 41 85 1189 4 -1.0
193 225565 41475 29 28597 61 5363 1769 2 -1.0
194 39308 5162 58 4570 74 1200 1073 7 -1.0
195 9586 1258 58 1058 82 278 1189 2 -1.0
196 1473596 193404 58 133352 122 35036 1769 4 -4.0
197 420 52 65 32 170 20 442 2 -100.0
198 64874 8054 65 4774 185 2958 481 7 -1.0
199 6700 828 65 392 290 244 754 2 -4.0
200 3173 391 65 165 365 103 949 2 -1.0
201 808 100 65 42 370 26 962 4 -1.0
202 340 42 65 16 445 10 1157 2 -25.0
203 16690 2076 65 760 485 470 1261 1 -25.0
204 7944 988 65 346 530 214 1378 1 -1.0
205 345676 42876 65 13996 610 8680 1586 2 -4.0
206 3585 445 65 137 685 85 1781 7 -25.0
207 2004 248 65 74 730 46 1898 2 -1.0
208 296 32 85 26 130 14 442 1 -4.0
209 155 17 85 13 145 7 493 7 -1.0
210 177 19 85 185 185 7 629 4 -1.0
211 2572 280 85 158 265 86 901 7 -1.0
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TABLE I (continued)

N T U M(J) V M(K) W M(L) SGN NORM

212 440 48 85 26 290 14 986 1 -4.0
213 244305 26195 85 12641 365 6935 1241 2 -25.0
214 36958 4010 85 1922 370 1042 1258 1 -1.0
215 294732 32128 85 13450 485 7258 1649 7 -1.0
216 1418092685 153704503 85 59617235 565 32354965 1921 4 -25.0
217 33500 2936 130 2780 145 1220 754 4 -100.0
218 3100 272 130 228 185 100 962 7 -100.0
219 344264 30194 130 21148 265 9274 1378 7 -1.0
220 10020 878 130 524 365 230 1898 4 -100.0
221 847880 74362 130 44078 370 38660 481 4 -25.0
222 31730 2782 130 1174 730 1030 949 4 -25.0
223 3438700 301594 130 110410 970 96836 1261 2 -4.0
224 19132 1678 130 602 1010 528 1313 2 -1.0
225 11109220 974602 130 336578 1090 295120 1417 1 -25.0
226 4220 370 130 114 1370 100 1781 4 -100.0
227 4400 386 130 114 1490 100 1937 7 -25.0
228 628 52 145 48 170 20 986 2 -4.0
229 17230 1430 145 1266 185 526 1073 2 -1.0
230 40292 3092 170 2964 185 1136 1258 1 -4.0
231 444 34 170 26 290 20 493 2 -4.0
232 .654 50 170 34 370 26 629 4 -1.0
233 600 46 170 26 530 20 901 2 -25.0
234 24550 1882 170 994 610 762 1037 4 -1.0
235 977220 75056 170 36220 730 27740 1241 7 -100.0
236 60994824 4678090 170 1958426 970 1502044 1649 7 -1.0
237 860 66 170 26 1090 20 1853 2 -100.0
238 2549337628 196508088 170 75831556 1130 58165260 1921 4 -4.0
239 63548 3732 290 3304 370 1940 1073 1 -4.0
240 77964820 4578250 290 3156702 610 1853680 1769 2 25.0
241 15543268 739318 442 708712 481 438230 1258 2 -169.0
242 56950 2710 442 2566 493 2074 754 7 -289.0
243 1054 50 442 42 629 34 962 4 -289.0
244 995488 47342 442 37700 697 30490 1066 4 -169.0
245 20788 988 442 692 901 560 1378 4 -4.0
246 47710 2270 442 1482 1037 1198 1586 1 -169.0
247 3632412 172778 442 103112 1241 83378 1898 2 -1.0
248 15887 715 493 633 629 485 1073 2 -1.0
249 113135 5095 493 4285 697 3281 1189 2 -289.0
250 8690961 391465 493 269915 1037 206635 1769 1 -2890
251 479820 17474 754 15470 962 14648 1073 2 -1.0
252 306375290 11157530 754 9383722 1066 8885110 1189 2 -169.0
253 1850151680 67378550 754 46457490 1586 43988932 1769 4 -1690
254 2556200 81406 986 78036 1073 72070 1258 7 -1.0

The main loop was an enumeration of triples (mlJ m2, m3) satisfying (2).
and (3). (These values were printed as M(J), M(K), M(L)). Then, as the
integer d(~ 1) went through square-free divisors of ml m2m3' the machine
tried to write

(de(ml) e(m2) e(m3))t = (T + U(m1)t + V(m2)t + W(m3)t)/4 (11)

in integers T, U, V, W (which must be > 0 since the left-hand quantity
dominates its conjugates). We accomplish (11) by writing a total of four
conjugates and solving for T, U, V,W but the choice of signs on the left is
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not known beforehand. Now, in our ignorance of the signs we have 8 a
priori possibilities leading to a 4 x 12 matrix system:

1- m1t/4 m2t/4 m3t/4 T (de(m1) e(m2) e(m3))t

1- m1t/4 -m2tj4 -m3t/4 U ± (de(m1)/e(m2) e(m3))t

1- -m1t/4 m2tj4 -m3tj4 V ± (de(m2)/e(m1) e(m3))t

1- -m1t/4 -m2t/4 m3t/4 W ± (d e(m3)/e(m1) e(m2))t

(12)

Thus we really have 8 columns on the right corresponding to the
(±, ±, ±) signs. They are coded as binary digits

SGN(+, +, +) = 0, SGN(+, +, -) = 1, SGN(+, -, +) = 2,

SGN(+, -, -) = 3
(13)

SGN(-, +, +) = 4, SGN(-, +. -) = 5, SGN(-, -, +) = 6,

SGN( -, -, -) = 7

Thus for each d (until the right one is revealed) the machine checks to see if
anyone of the 8 columns T, U, V,Ware integral. When this happens the
machine prints the values as well as the check value of the (absolute) norm
relative to Q:

NORM = N(dt,,). (14)

Kubota (1953) showed that the norm of " relative to the conjugates of
Q(m1t, m2t) is -1, so actually, only SGN = 1,2,4, 7 occurs, and

(15)

As a further consequence, we can normalize our Kuroda unit by choosing
integers a1, a2, a3 (mod 2) so that the unit

(16)

has only one negative conjugate corresponding to -m1t, -m2t, +m3t.
(Thus ,,(m1, m2) is already normalized if SGN = 1).
This table of the dt" required several trials to decide on the best

"epsilon" for integer discrimination. In earlier runs the errors in T, U, V, W
-were printed out so that an "epsilon" could be chosen which would make
exactly one column T, U, V, W look like an integer. A suitable "epsilon"
came to 10- 13 by inspection.
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Class Number

Let us consider H the class number of the field Q(Pli,P2i, ... ,p/) where
Pi are different positive primes =1=- 1 (mod 4). Let g(m) be the number of
classes per genus of Q(mi).Then (see Wada, 1966),

(17)

Here E = 2s - 1 - s, so E = 0 for s = 1, E = 1 for s = 2, E = 4 for s = 3,
etc. Also G = fIg(mj) where mj runs over all 2S - 1 divisors of Pi ... Ps
except 1. Finally U is the index of a certain subgroup in the groups of all units
of Q(Pli,P2i, ... ,Psi), namely the subgroup generated by units in the sub­
fields Q(m/).
When s = 2, we find U = 2 so

H=G (18)

regardless of whether or not Q(p 1i, P2i) is a Kuroda field. In one case
{e(Pl), e(P2), (e(pl) e(P2) e(Pl p2))i} is a fundamental system of units and
in the other case {e(Pl), e(P2), e(pl P2)i} is such a system. Actually H = G
in principle when there is a unit of index 2 introduced for every mj not equal
to a prime (as just illustrated for mj = Pl P2)'
When s = 3 however, the situation becomes more interesting and more

complicated. For example, let Pl,P2,P3 be primes such that Q(Pli,P2i),
Q(Pl i, P3i), Q(Pl i, (P2 P3)i) have Kuroda units. It is then not hard to see
that, in the normalized form (16), the units

(19)

satisfy all the conditions of the Main Theorem where

(20)

The only difficulty is that P2 and P3 might cease to be primes in
Q(Pl i)! Thus we only have a weaker extension of Scholz result as cited
earlier.

Oetic Form of Main Theorem

If the field Q(Pl i, (P2P3)i) is a Kuroda field and the (Kronecker)
characters satisfy

(P3/Pl) = (P2/Pl) = - 1

then there is a so-called "Kuroda unit" with the property (see (19))

e = (111'12t13)i E Q(Pl i,P2i,P3i).

(21)

(22)



TABLEII. Classification of octic field Q(P 1t,P 2t,P 3t) according to the unit structure.

When is Value of When is Fundamental units are
Type NB(PiPi+l) NB(PIP2P3) f1(Pi,Pi+ 1Pi+ 2) {B(Pl)' B(P 2), B(P3)' '7(Pl' P 2), and ... U

= -I? a Kuroda unit?

A all i -1 all i '7(P2,P3), '7(Pl,P3)' e(Pl,P2,P3)} 32
::t=

B " i = 2,3 '7(P2,P3), '1(Pl,P3)' '7(P2,PIP3)} 16 ~
-e
t'rl

C never 16 -<
o
0

D i = 1,3 " i = 2,3 '7(Pl'P3)' B(P2P3)t, '1(P 2, PIP3)} 16 ~

E " never 16

F +1 '7(Pl' P3)' B(P2P3)t, B(PIP 2P3)t} 16

G i = 1 -1 B(PjP3Y!' B(P2P3)t, '1(P3, PIP 2)} 16
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In this case, U = 32 and
H=2G. (23)

In all other cases, (i.e., where this Kuroda unit is lacking), we conjecture on
the basis of cases which actually occur that

·H=G. (24)

There are 33 cases where PIP2P3 < 2025 and they are tabulated in
Table III according to seven types classified in Table II. (Other types are
possible in addition to those which actually occurred).
Although it is not strictly necessary for the calculation of U, a separate

program was undertaken to calculate the value of e for type A, as follows:

(25)

where a, b, c are selected (0 or 1) so as to make e2 totally positive. (This is
equivalent to the normalization (16)). The basis coordinates are written as

e = [T + upt + Vqt + Wrt + X(pq)t
+ Y(qr)t + Z(pr)t + S(pqr)t]j8 (26)

The results are shown in Table IV.

TABLEIII. Octic fields for pqr < 2025 according to type and class number.
(Here p, q, r are a rearrangement of Pl'P 2,P3).

P q r Type G H P q r Type G H

2 5 13 A 1 2 2 13 17 G 2 2
17 E 1 1 29 E 1 1
29 B 2 2 37 C 1 1
37 C 1 1 " 41 B 2 2
41 F 2 2 53 D 2 2

" 53 A 1 2 61 D 2 2
61 E 1 1 " 73 E 1 1
73 E 3 3 17 29 E 1 1
89 F 1 1 37 E 1 1
97 E 1 1 41 F 1 1
101 D 2 2 " " 53 F 1 1

" 109 E 3 3 5 13 17 E 1 1

" 113 A 4 8 29 F 2 2

" 137 B 2 2

" 149 E 1 1

" 157 C 1 1

" 173 C 3 3

" H 181 D 2 2

" 193 E 1 1

" 197 A 1 2
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TABLEIV. Octic units e for Q(Pt, qt, rt) in coordinate form for Type A,
and Jite for Type B. (Again p, q, r are a rearrangement of Pl' P 2'P3)

Type A A A A B B B
P 2 2 2 2 5 2 2
q 5 5 5 5 2 5 13
r 13 53 113 197 29 137 41
a 0 1 1 1 1 1 0
b 1 1 0 1 0 0 0
c 0 1 1 1 0 1 0
T 68 7680 70478 432916 276 1173958 9534
U 46 5434 49898 306118 120 830074 6824
V 32 3440 31614 193532 200 526454 2642
W 20 1056 6630 30844 52 100298 1478
X 22 2430 22302 136842 92 372186 1856
Y 8 472 2974 13788 36 44978 418
Z 14 746 4694 21810 24 70918 1052
S 6 334 2098 9570 16 31798 292
Ji (11+ 5t)j2 (13+ 4·2t) (7+ 2·2t)

It is quite clear how the numerical procedure of Table I is generalized.
There are 27 = 128 different sign possibilities for the conjugates of e. Thus
an 8 x 136matrix, like (12), has to be solved for one column of eight (hope­
fully) integral coefficients out of 128 columns. The integer discrimination
constant 10-5 was a satisfactory "epsilon".

ConcludingRemarks
In Type A, by (23), 21H.

Furthermore 21H for Type B by the octic form of the Main Theorem. For
as long as Q(pt, (qr)t) is a Kuroda Field, e EQ(pt, qt, rt) unless q or r fails
to be a prime in Q(pt). Thus (rip) = 1, and 2Ig(pr) hence 21Gand H. (Thus
for example in Table IV we also show Jite in coordinate form, analogously
with (26), where Ji is the totally positive irrational divisor of r in eo-»

For Type C, this discussion fails and we can have H = 1.
In a similar manner there is a remarkable (but unexplained) difference

between Type D and Type E. For Type D, again, it seems 21Gand H but not
for Type E. Actually, (P31P2) = 1, but this no longer implies 21g(P2 P3)
since NC;(P2P3) = + 1. Nevertheless for Type D we obtain (from Table III)
pairs (P2,P3) = (5,101), (5,181), (13,53), (13,61) where the ambiguous class
without ambiguous ideal is a perfect square, or 21g(P2 P3). This is not true for
Type E. Here, Table III shows (P2' P3) = (2,17), (5,61), (2,73), (2,97),
(5,109), (5,149), (2,193), (13,29), (13,17), where g(P2P3) is odd.
As a final observation from the data, Q«Pl P2)t, (Pt P3)t) seems to be a

Kuroda field only for Type A (not B).
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While it is tempting to speculate on composite fields of degree 16(s = 4)
the "perfect" situations for y/ and e (see (2) and (22)) might not exist since
no quartic field Q(Pl t, P2t) can have an unfactored rational prime. A
further barrier to speculation is the limit of Ince's Table.
Prof. H. Hasse has kindly called attention to a comprehensive study by

Varmon (1924) extending the theory to relative composite fields of prime­
degree radicals over the cyclotomic field.
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Class Numbers and Units of Complex Quartic Fields

RICHARD B. LAKEIN*

State University of New York at Buffalo, New York, U.S.A.

1. Introduction

After the quadratic fields, the algebraic number fields most accessible to
computation are the class of complex quartic fields K which are quadratic
over the Gauss field. We discuss here various methods for calculating the
fundamental unit and class number of such fields K, and we give the results
of a computation of 1000 cases with "prime discriminant." Our results show
striking similarities to the real quadratic case and suggest the extension of
an old conjecture.
First some notation. Denote the Gauss field by F = Q(..) - 1), and let

K = F( J jl), where jl is a square-free Gaussian integer. Denote by b the rela­
tive discriminant of KIF; so b = u, (1 + i)2jl, or 4jl, and K = F(Jb). (Cf.
Hilbert (1894).) If b = 1C == ± 1mod 4, 1C a Gaussian prime, we shall say
simply, K has prime discriminant. Since K is totally imaginary of degree 4,
K has one fundamental unit denoted by E1 or occasionally by EK•

2. Continued Fractions Over F.

Since the ring OF of Gaussian integers is euclidean, as well as a discrete
lattice in the complex plane, it is natural to consider continued fraction
algorithms for complex numbers r:t over OF' In fact A. Hurwitz (1887) showed
that the most natural regular continued fraction is convergent, and is perio­
dic if and only if r:t is a quadratic irrationality over F. (Call it for the moment
algorithm (A)-here the partial quotient for z is the Gaussian integer at the
center of the unit square in which z lies.) Hence we may use the periodic
continued fraction for..) u, u EOF' to find a unit 8Aof K = F(..)jl). Unfortu­
nately there is no certainty that 8A will be the fundamental unit E1 of K. In

* Research supported by a grant from the Joint Awards Council of the Research Founda­
tion of State University of New York.
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the absence of any other theoretical information, in order to be sure of finding
El one would be forced to search for units smaller than eA = t(t + u.JJ1.)
among all the integers t(r + s.JJ1.) of K with [s] ~ lul. (Cf. Fjellstedt 1953;
pp. 445, 448.)

3. J. Hurwitz's Algorithm

There is another algorithm, due to J. Hurwitz (1902), which is known to give
a partial solution to the problem of calculating the fundamental unit of K.
The algorithm, denoted by (J), is a semiregular continued fraction

The partial quotients an are even Gaussian integers r + si, r == smod 2; and
the complex plane is partitioned into squares of diagonal 2, centered at the
even lattice points, by the lines y = ± x + m, m an odd rational integer.
Eventually A. Stein (1927) worked out the proofs that (J) is about as good
as possible, in that it yields a unit eJ which at worst is the cube of E1•

Start with a "normalized basis number" Wo for K/F, essentially Wo = .J J1.,
t(1 + .J J1.),or (1 + .J J1.)/(1 + i) cf. Stein (1927), p. 73. Let ao be the nearest
even Gaussian integer to wo, and set Wo = ao - (l/wl). Then W1 has a purely
periodic continued fraction of the type (J). Furthermore, suppose that the
development proceeds thus:

with PWl the first reappearance of W1 with possible a unit factor P = ± 1,
±i. Then (al, a2, ... , aN) is called the "partial period" for Wl. Compute
recursively the denominators qn of the convergents to Wl. Then

(1)

is the fundamental unit of the order 01 +1 of K, where

0l+i = [1,(+ i)wo] = {a + b (1+ i)wo la,beOF}·

But El +i must be either Eh E12, cr E13, and so a (theoretically) minor
amount of testing leads to E1•

In particular for odd discriminants b = J1.== ± 1mod 4, there are two cases.
For b == ± 5mod 4 + 4i either E1+1 = E1 or E1+1 = E13 can occur. If how­
ever b == ± 1mod 4 + 4i, it must be the case that eJ = E1+1 = E1• For rea­
sons that will become clear in the next section, the (minor) testing in the
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former case may be completely infeasible. Consequently 1 restricted my atten­
tion to the latter case, and more especially to such prime discriminants.

4. Computation of Fundamental Units

·1calculated on a CDC 6400 computer, using algorithm (J) and formula (1),
the fundamental unit

(2)

for the first 1000prime relative discriminants [J = tt == ± 1mod 4 + 4i. Here
n is a primitive (non-rational) Gaussian prime [see remark in last section]
with positive real and imaginary parts. The largest prime tt has norm 83089.
(We should note that actually each case stands for the pair of complex-con­
jugate fields K = F(.Jn) and K = F(.Jn), since clearly E1(= BK') The
length N of the partial period is always even, and tends to increase as I[JI
increases, eventually (in the lOOOthcase) becoming as large as N = 264,
with It I > 1069•
Here I should be a little more precise. What 1 actually computed was the

sequence of partial quotients a1, a2' ... , aN of the partial period for COl' The
an's are all quite small, of the order of .JI[JI. The real and imaginary parts of
the sequence of partial denominators qn were then computed recursively,
using the machine's double-precision hardware (96 bits). Finally the real and
imaginary parts t1, t2, u1, U2 of the coefficients t and u of El were calculated
according to formula (1), again in double precision.
Thus while El is known in principle, still in nearly 400 cases (including

300 of the last 500)-essentially all cases with N > l04-we have only a
96-bit = 29-digit approximation for at least one of t1, t2, u1, U2' The exact
computation would require the use of a multiprecise arithmetic package.
Hence we see that in the excluded case [J == ± 5mod 4 + 4i, the loss of pre­
cision may make it impossible, at present, to determine whether 8J = El or
E13. Even when this loss of precision does not occur, the actual amount of
testing required is very likely infeasible when t and u are fairly large.
Even single (48-bit) precision is however quite enough to compute the

regulator of K: RK = 2 log IEKI, with sufficient accuracy to tempt us to use
the analytic class number formula for calculating the class number of K.

5. The Analytic Class Number Formula

The class number of K = F(.J[J) can be calculated like that of a real quad­
ratic field. Given a suitable definition of reduced binary quadratic form over
F, one would list all the reduced forms with discriminant [J and find a com­
plete set of inequivalent "periods" (cf. Mathews, 1913).
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But consider the class number formula. The Dedekind zeta function for
K factors: 'K(S) = 'F(S) L(s, X), where L(s, X) is the L-series for K/F:

L(s, X) = "Ex(a)/Nas = fI(1 - x(n)/Nn~-l. (3)

(Summation over nonzero integral ideals (a) of F; product over prime ideals
(n).) Here X is the character for the quadratic extension K/F-like the
Kronecker symbol; essentially a Jacobi symbol (~/a) in F. The limit formula
gives

(n = 3.14159... ) (4)

Now the fields K = F(J~) with prime relative discriminant ~, like the
quadratic fields with prime discriminant, have an odd class number, which I
expected to be quite small (hence lots of equivalent reduced forms). Further­
more, I had previously written a routine to calculate x(a) = (~/a), patterned
after the rational Jacobi symbol, while on the other hand it was not immedi­
ately clear how to generate efficiently all the reduced forms for a given ~.
Therefore, the natural choice, at least for a first computation, was to use the
Gaussian-Jacobi-symbol routine to estimate the Euler product for L(I, X)
and so to approximate the class number.]

6. Estimation of L(l, X)

Since I expected the class number, as given in (4), to be quite small, I
arbitarily cut off the Euler product in (3) after the 46 factors corresponding
to Gaussian primes with norm < 200. This estimate for L(1, X) was used in
(4) to approximate the (small, odd, integral) class number h« for the same
1000 prime discriminants as in Section 4. For h ~ 7 the estimates fell in the
intervals (0.944, 1.063), (2.876, 3,146), (4.862, 5.248), (6.845, 7.329).
There is no useful theoretical bound on the size of the error introduced by

truncating the Euler product. Consequently, in the 44 cases where the first
estimate for h was ~9, increasingly more factors of L(l, X) were included.
Thus: 302 factors for h = 9, up to 548 factors for h = 17, with a maximum
error of .126 in the estimate for h. Finally in the 9 cases with h > 20, the first
2000 factors in (3) were used, up to Nt: = 17477. This gave an error of at
most .078.

Clearly an arithmetic method, such as the one of reduced forms, is pre­
ferable: both to certify my analytically approximated results, and for any

t I am indebted to Dr. Shanks for this suggestion.



CLASS NUMBERS AND UNITS OF COMPLEX QUARTIC FIELDS 171

more extended computation of this case; as well as for the case b == ± 5
mod 4 + 4i, where it may not be feasible to find E1•

7. Tabulation of Class Numbers for the First 1000 Prime Discriminants

, I calculated (i.e., closely approximated) the class number hK for the same
1000 prime discriminants b = 11: == ± 1mod 4 + 4i. (Just as in the compu­
tation of units, we actually have 1000 pairs of complex-conjugate fields K
and K, with hI<.= hK') The largest prime 11: has norm 83089.
Here is my tabulation of the number of cases with class number h = 1, 3,

5, etc., among these 1000 quartic fields. For comparison I list also the cor­
responding distribution for the first 1000 real quadratic prime discriminants,
copied from Shanks (1969).

TABLE I. Distribution of toOO class numbers.

Quartic
Quadratic

h = 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 33 43

808 103 29 16 7 9 7 6 6 -- 1 1 1 3 1 2--

816 101 35 22 9 6 5 2 1 -- 1 -- -- 1 -- -- 1

The complete table, listing b, t.. t2, Ub U2, N, RK, L(I, X) and hK' has
been deposited in the Unpublished Mathematical Tables file of Mathematics
of Computation.

8. Remarks

First we explain why the case where t: is a rational prime p = 3mod 4 has
been excluded. In this case K contains a real quadratic subfield Q(.Jp) with
fundamental unit 8p' and EK is found simply as EK = .J(i8p). (Cf. Kuroda,
1943; p. 399.) For N(1+ 8p) and -N(1- 8p) = 2a2 and 2pb2, or vice versa,
and we have .J(i8p) = ·Hl+ i) (a + b.Jp). Furthermore hK equals the product
of the class numbers of its quadratic .subfields. (Cf. Hilbert, 1894; p. 50-52.
The result is due to Dirichlet.)
It has been oberved that the real quadratic fields with prime discriminant

exhibit a distribution of class numbers which is as striking as it is mysterious:
80% with h = 1, 10% with h = 3, etc. (See Shanks, 1969) On the basis of
our results it seems certain that a similar-perhaps the identical-situation
prevails for the quartic fields considered here. It is not too much to expect
similar results for another class of quartic fields: the quadratic extensions of
Q(.J - 3) and of the other three euclidean complex quadratic fields.
It is conceivable to conjecture even further: quadratic extensions of any

complex quadratic field. This general case however is not suitable for efficient
computation since there is no reasonable way to find the fundamental unit.
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The Diophantine Equation x3 - y2 = k*

MARSHALLHALL, JR.

Department of Mathematics, California Institute of Technology,
Pasadena, California, U.S.A.

Dedicated to Professor L. J. Mordell

1. Introduction

The solution in integers of the equation

x3 _ y2 = k (1.1)

is not only interesting in itself but is related to the representation of
integers by binary cubic forms. If

(1.2)

then f has as covariants the Hermitian form H, the Jacobian form J, and
discriminant D where

H = (3ac - b2)x2 + (9ad - bc) xy + (3bd - C2)y2

J = (9abc - 2b3 - 27a2d)x3 + (1Sac2 - 27abd - 3b2c)X2y
+ (- 1Sb2d+ 27acd + 3bc2)xy2 + (2c3 - 9bcd + 27ad2)y3 (1.3)

D = 27a2d2 - b2c2 + 4ac3 + 4b3d - ISabcd.

These are related by the syzygy

4H3 + J2 = 27Df2. (1.4)

If (x, y) is a solution of (I.2) then putting X = - 4H, Y = 4J and
k = - 432Dm2 we have from (1.4)

(1.5)

• This research was supported in part by ONR contract NOOOl4-67-A-0094-001O.
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Knowing X and Y in (1.5) gives us the values for Hand J, and we may
solve H = r, J = s as simultaneous equations to determine the x, y of
(1.2). Thus to solve (1.2) it is sufficient to solve (1.5). Conversely an
equation (1.1) can be shown to be equivalent to a finite number of equations
(1.2). There are other relations between (1.1) and (1.2). For example, Alan
Baker uses the fact that the discriminant of X3 - 3xXy2 - 2y y3 is
-108(x3 - y2) = - 108k.
From the work of Mordell (1913) and the Thue-Siegel-Roth theorems it

follows that for a given k i= 0, the equation (1.1) has only a finite number
of solutions in integers (x, y). In order to find these solutions we need to
obtain an upper bound on [x], (or Iyl) in terms of Ikl. This has recently
been done in a major contribution by Baker (1967-68) in which he has
shown

(1.6)

Equivalently we have a lower bound on Ikl in terms of [x]

Ikl > 110-10 (logX)10-4• (1.7)

This paper is concerned with lower bounds for Ikl in terms of x, y and
the numerical analysis of finding sequences for which Ikl is small in com­
parison with x and y. The identity which appeared in the four author paper
(1965), shows that for t an odd integer we have

x3 _ y2 = k
x = 6561t10 - 1458t7 + 135t4 - 4t
y = 531,441t15 - 177,147t12+ 26244t9 - 11944t6 + 1 ~ 5 t3 - -1
k = -! (- 81t6 + 14t3 - 1).

(1.8)

This proves that there are infinitely many cases in which 0 < Ikl < -!x3/S•
It has been proved by H. Davenport (1965) that if J3(t) - g2(t) = h(t)
where J(t), get) are polynomials over the complex field of degrees 2r, 3r
respectively then either h(t) is identically zero or is of degree at least
r + 1. If J, g are integer valued polynomials in t and h(t) is of degree
r + i, then we have infinitely many cases of Z3 - y 2 = k with 0 < Ikl < Cx'
where e = (r + i)/2r and C is a constant depending on the leading coeffi­
cients of J(t) and h(t). It is plausible that there are enough cases with h(t)
of degree r + i and i small compared to r so that for every e > -1 there are
infinitely many cases with Ikl < x". On the other hand the numerical evidence
found here seems to indicate that e = -1 is truly the lower bound for e. This
is the basis for the following conjecture:
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CONJECTURE: In x3 ~ y2 = k '# 0, for every e > t there are infinitely many
cases with Ikl < x", but there is an absolute constant C such that Ikl > Cxt.

C = t appears to work in all known cases and in Section 5 all values with
Ikl < 2xt are listed for x < 700,000,000, and indeed for certain selected
'larger values for x. If we write x = u2 + v, U > 0, -u < v ~ u as we may,
taking u2 to be the square nearest to x > 0, then it is proved in Section 4
that if ° < Ivl ~ U4/5 then

X3/5 23
Ikl > 48 - 576'

The most striking small values for k which have been found are

(5234)3 - (378,661)2= - 17

(28,187,351)3 - (149,651,610,621)2= -1090.
(1.9)

The second of these is the stronger and here Ikl is only slightly greater than
txt.
I must thank William Bergquist, Harriet Hahn, and Jonathan Hall for

assistance in programming the computer search. In Section 5 a sequence
depending on a parameter M is defined and the computer search took M to
the limit 20,000. As x > (4Mj3)2 this covers all values of x ~ 711,111,111
and certain other cases.

2. Definition of the Minimal Sequence

We shall study solutions in rational integers of the Diophantine
equation

(2.1)

If k = ° then x3 = y 2 and there are infinitely many solutions given by

(2.2)

where u is an integral parameter.
If k '# ° it is well known that (2.1) has only a finite number of

solutions in integers (x, y). Without loss of generality we may take .
y ~ 0. Then for a given value of k we test the finite set of y's satisfying°~y ~ Ikl and see which of these yield integral values for x. For the
purposes of this study we consider such solutions as elementary, and confine
our attention to the non-elementary solutions in which Ikl < y.
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THEOREM 2.1 If 0 < Ikl < y in x3 - y2 = k, then x > 0 and IX3/2 - yl < t­
Conversely if x > 0 and IX3/2 - y I < t then Ikl ~ y.1

Proof. If x ~ 0 then Ikl ~ y2 ~ Y and we do not have Ikl < y. Hence
x > o. Then write X3/2 - Y = e. We have

(X3/2 _ y) (X3/2 ,.: y) = k or k = e(x3/2 + y),

and as Ikl < y certainly lei < 1. Then also

k = e(2y + e) and Ikl ~ y - 1
so that

. and so

1 e2
21s] ~ 1 - - + - ~ 1.y y

Thus lei ~ t but with lei ~ t then
1 1

21el ~ 1 - - + - < 1y 4y

whence lei < t- Conversely suppose that x > 0 and IX3/2 - yl < t. Then
writing X3/2 - Y = e we have

k = (X3/2 - y) (X3/2 + y) and Ikl = lel12y + s]
whence

Ikl ~ y + e2 ~ y + i,
and as k is an integer Ikl ~ y. For cases with Ikl = your equation (2.1)
becomes x3 - y2 = ± y, x3 = y(y ± 1) so that y, y ± 1 are consecutive
integral cubes. The only possibilites here are x = 0, y = 0, k = 0; x = 0,
y = 1, k = - 1 and in the second of these we do not have IX3/2 - y I < t­
Hence except for x = y = k = 0 we have Ikl < y when IX3/2 - yl < t- This
proves all parts of the theorem.

Given x > 0 there is a unique integer y such that IX3/2 - y I < t, y being
the integer nearest to X3/2• (Note that X3/2 - Y = ± t is impossible.) For a
given x choose y as the integer nearest to X3/2 and determine k from
x3 - y2 = k. Taking x = 1,2, ... , we then have what we call the minimal
sequence of values (x, y, k) which by our theorem yields all non-elementary
solutions of x3 - y2 = k. Listings of the minimal sequence have been made
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by the author, by R. M. Robinson, and possibly by others. We list here the
minimal sequence for 1 ~ x ~ 100.

Minimal sequence 1~ x ~ 100

x y k x y k x y k x y k

1 0 26 133 -133 51 364 155 76 663 -593
2 3 -1 27 140 83 52 375 -17 77 676 -443

3 5 2 28 148 48 53 386 -119 78 689 -169

4 8 0 29 156 53 54 397 -145 79 702 235

5 11 4 30 164 104 55 408 -89 80 716 -656

6 15 -9 31 173 -138 56 419 55 81 729 0

7 19 -18 32 181 7 57 430 293 82 743 -681

8 23 -17 33 190 -163 58 442 -252 83 756 251

9 27 0 34 198 100 59 453 170 84 770 -196

10 32 -24 35 207 26 60 465 -225 85 784 -531

11 36 35 36 216 0 61 476 405 86 798 -748

12 42 -36 37 225 28 62 488 184 87 811 782

13 47 -12 38 234 116 63 500 47 88 826 -804

14 52 40 39 244 -217 64 512 0 89 840 -631

15 58 11 40 253 -9 65 524 49 90 854 -316

16 64 0 41 263 -248 66 536 200 91 868 147

17 70 13 42 272 104 67 548 459 92 882 764

18 76 56 43 282 -17 68 561 -289 93 897 -252

19 83 -30 44 292 -80 69 573 180 94 911 663

20 89 79 45 302 -79 70 586 -396 95 926 -101

21 96 45 46 312 -8 71 598 307 96 941 -745

22 103 39 47 322 139 72 611 -73 97 955 648

23 110 67 48 333 -297 73 624 -359 98 970 292

24 118 -100 49 343 0 74 637 -545 99 985 74

25 125 0 50 354 -316 75 650 -625 100 1000 0
(2.3)
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For 101 :::;:;x :::;:;1000 we shallnot listthe complete minimal sequence but
only the subsequenceforwhich Ikl ~ x

x y k x y k x y k
101 1015 76 325 5859 244 625 15625 0
109 1138 -15 331 6022 207 654 16725 639
121 1331 0 336 6159 -225 675 17537 506
136 1586 60 351 6576 -225 676 17576 0
143 1710 107 356 6717 -73 677 17615 508
144 1728 0 361 6859 0 717 19199 212
145 1746 109 366 7002 -108 729 19683 0
152 1874 -68 377 7320 233 741 20171 -220
158 1986 116 399 7970 299 783 21910 587
169 2197 0 400 8000 0 784 21952 0
175 2315 150 401 8030 301 785 21994 589
190 2619 -161 422 8669 -113 799 22585 174
195 2723 146 441 9261 0 810 23053 191
196 2744 0 483 106]5 362 841 24389 0
197 2765 148 484 10648 0 891 26596 755
225 3375 0 485 10681 364 899 26955 674
243 3788 -37 529 12167 0 900 27000 0
255 4072 191 560 13252 496 901 27045 676
256 4096 0 568 13537 63 909 27406 593
257 4120 193 575 13788 431 937 28682 -171
289 4913 0 576 13824 0 944 29004 368
312 5511 207 577 13860 433 961 29791 0
327 5644 277 584 14113 -65 978 30585 -873
323 5805 242 592 14404 -528
324 5832 0

3. Parametrization of the Minimal Sequence

Let x and y be a pairof integersin the minimal sequence,so that x > 0,
y > 0, IX3/2 - yl < t. Let us choose u > 0 so that u2 is the square
nearestto x, more preciselytakingu, v so that

x = u2 + v, u > 0, -u < v:::;:;u. (3.1)
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It is easily seen that every positive integer x has a unique representation of
the form (3.1). We use this representation to parametrize x, y and k in the
minimal sequence x3 - y2 = k.

THEOREM 3.1 If x, y with x3 - y 2 = k are in the minimal sequence, then
there exist integers u > 0, v, M such that

x = u2 + V, u :» 0, -u < v ~ u

y = u3 + tuv + tM
(3.2)

where M is determined by the conditions

M == uv (mod 2)

(3.3)

and k is given by

k = iU2V2 - Mu3 + v3 - tMuv - -!M2 (3.4)

Proof. Define Y by

Here Y consists of the initial terms in the binomial expansion of (u2 + V)3/2.

If we put e = Y 2 - x3, direct calculation yields

-7v6 3v7 33v8 9v9 9v10
e = 512u6 - 256u8 + 16384u10 - 16384u12 + 65536u14' (3.6)

Since Ivl ~ u, it is immediate that lei ~ 312' Hence

y2 _ y2 = y2 _ x3 + x3 _ y2 = e + k. (3.7)

Put 8 = Y - y. Then from (3.7)

8 = Y - y = (e + k)/(Y + y) (3.8)

and since Y > °
181 < (y - 1+ 312)/y < 1. (3.9)

Hence as Y + y = 2y + 8

181 < (y - 1 + 3):)/(2y + 8) < t. (3.10)
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If we now write M
Y = U3 +l.UV+-

2 2 .(3.11)

this will determine M as an integer satisfying

.M == uv (mod 2)

and if we substitute (3.5) and (3.11) into

(3.12)

IY - yl = lei <-! (3.13)
we obtain

1

M 3V2 v3 3v4 3vs I---+----+-- <t2 Su 16u3 12Sus 256u7 •
(3.14)

Thus we have completed the proof of (3.2) and (3.3) in the theorem. The
formula (3.4) is the result of substituting the parametric forms of x and
y in x3 - y 2 = k. Our proof is now complete. The inequality (3.4) confines
M to an open interval of length 2 and the condition M == uv (mod 2)
determines the parity of M, and so M is uniquely determined by u, v and
these conditions.

4. Further Parameters. Some Special Subsequences

It is convenient to define further integral parameters in terms of the
original parameters u, v, M. We define N, F, T by the rules

N = 3v2 - 4Mu,
F = 2Mv - 3Nu,
T = SM2 - 9Nv.

(4.1)

We may express k in terms of these parameters in the following ways

k = (2Nu2 - v3 + 3Nv - 2M2)/S,
k = (- Fu + 4Nv - 3M2)/12, (4.2)
k = [ - 4u(2Tu - MN) - 9Tv + 5N2]/2SSv.

The above relations lead to the following:

N = (Sk + v3 - 3Nv + 2M2)/2u2,
F = (- 12k + 4Nv - 3M2)/u = (- 96k + 5Nv - 3T)/Su, (4.3)
T = (- 2SSkv + 4MNu - 9Tv + 5N2)jSU2.
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There are also some identities on the parameters following directly from
their definition

T2 - 27N3 = 4M(2MT - 9NF),

3F2 - 4M2 N = u(2MT - 9NF),

Tu - 3Fv.= - 2MN.

(4.4)

If we put M = (3v2 .....N)J4u in the inequality (3.14) we obtain

I
N v3 3v4 3vs I--+-----+-- <t. 8u 16u3 128us 256u7 •

(4.5)

This gives immediately

(4.6)

Since Nand u are integers and u ;;;::1 it follows that

INI ~ t9u. (4.7)

THEOREM 4.1 If u ;;;::2 and 1 ~ Ivl ~ ut, then Ikl > u2+u+u ;;;::x except
for the subsequences:

u = 2t, v = - 1, t ;;;::1,
x = 4t2 - 1, y = 8t3 - 3t,
u = 2t, v = 1, t ;;;::1,
x = 4t2 + 1, y = 8t3 + 3t,

k = 3t2 - 1;
(4.8)

k = 3t2 + 1.

For these Ikl ;;;::iu2 - 1. (4.9)

Proof The correctness of the theorem may be checked directly in the
minimal sequence for 1 ~ x ~ 100. Hence in our proof we may assume
u ;;;::10 as well as 1 ~ Ivl ~ ut and Ikl ~ u2 + U. Now

M= (3v2 - N)J4u (4.10)

whence using Ivl ~ ut and (4.7) we find

(4.11)
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Hence M = - 1,0, or 1. From (4.3),

4u2 + 4u U3/2 27u3/2 1 4 29 1
~ u2 +-22 +-42 +2=4+-+-4 t+2u u u u u u

29 1
+ -4t + 2· (4.12)u u

Since we have u ~ 10,this gives INI ~ 6. If M = ± 1,then as uv == M (mod 2)
both u and v are odd, and so 3v2 = 4Mu + N becomes modulo 8,
3 == 4 + N (mod 8) whence N = - 1(mod 8) and as INI ~ 6, N = - 1.
But then 3v2 + 1= ± 4u, while 13v2 + 11~ 3u + 1< 4u conflicting with
3v2 + 1= ± 4u. Hence M = ± 1 leads to a conflict and so we must have
M = o. With M = 0 we have 3v2 = N and as v =1=0, INI ~ 6, the only
possibilities are v = ± 1,N = 3,M = o. As uv == M (mod 2) u must be even
say u = 2t. Here u = 2t, v = - 1,M = 0 gives the subsequence (4.8)while
u = 2t, v = + 1,M = 0 gives the subsequence (4.9). Thus our theorem is
proved.

The following subsequence of the minimal sequence lists all cases with
1~ x ~ 1000for which Ikl ~ U3/2 but k =1=o.

x

2
32
40
43
46
52 375
109 1138
243 3788

y

3
181
253
282
312

k

-1
7

-9
-17
-8

u

1
6
6
7
7

-17 7 3
-15 10 9
-37 16 -13

v M N

-1
2 0
2 0
4 -4
1 -1
1 -1
6 3
8 -5

-4
4

-6
-3

356 6717 -73 19 -5 -1
568 13537 63 24
584 14113 - 65 24
937 28682 -171 31

-8 2 0
820

-24 14 -8

F

5
-8
8
36
15

T

17
32
32

-88
-19

27 35
18 45 (4.13)
32 -73
47 -37

-16 32
16 32
72 -160
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THEOREM 4.2 For 1~ Ivl ~ U2/3, U ~ 32 we have Ikl ~ U3/2 except for the
sequence:

u'= 6t2, v = 4t, M = 2, N = 0, F = 8t, T = 32,
x = 36t4 + 4t, y = 216t6 + 36t3 + 1, k = - 8t3 - 1,

. where t is any integer with It I ~ 2. Here we have Ikl ~ .j 287U3/2 - 1.

Proof All cases with Ikl ~ U3/2 and U ~ 31 are listed in (4.13). Hence the
theorem assumes u ~ 32. From (4.1)

(4.14)

M = (3v2 - N)/4u (4.15)

and from (4.7), INI ~ 9u12. Hence as Ivl ~ u, u ~ 32

IMI ~ ju + t < u. (4.16)

From (4.3)
(4.17)

From this, using Ivl ~ U2/3, Ikl ~ U3/2, IMI ~ U and INI ~ 9u12,

(4.18)

As U ~ 32 this gives INI < 7. Using this improved estimate for INI in
(4.15) gives

3u 7IMI ~-+-4 4u
(4.19)

and as M, and u ~ 32 are integers, IMI ~ ju. Taking IMI ~!U and
INI ~ 7 on the right hand side of (4.17) gives

8 1 27 9
INI ~ U1/2 +"2 + U4/3 + 16·

As u ~ 32, we have INI < 3. But as N = 3v2 - 4Mu == 3v2 (mod 4) the only
possibilities are N = 0, - 1.

First let us consider cases with N = - 1. Here

(4.20)

° < M = (3v2 + 1)/4u ~(3U4/3 + 1)/4u < U1/3. (4.21)

Also from (4.2)
(4.22)
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Consequently

~ tu2 - (U2 + 3U2/3 + 2U2/3)/8
U2 5U2/3

=8--8-'

Here

u2 5U2/3 U3/2 ( 5 )8- -8 - - U3/2 = -8- ut - 8 - U 5/6

and as ut - 8 - (5U/5/6) is an increasing function of u it follows that
Ikl ~ U3/2 for u ~ 81. Hence when N = - 1, it remains to consider cases
with 32 ~ u ~ 81. As 4Mu = 3v2 + 1 == 4 (mod 8) it follows that Mu is
odd. Also °< M < (81)1/3 and so M = 1 or 3. But 3 is not a divisor of
3v2 + 1and so the only possibility is M = 1.We now have 3v2 = 4u - 1 ~ 323
and so v is odd, Ivl ~ 9. Also as u ~ 32, 3v2 = 4u - 1~ 127 and so the only
values to consider are v = ± 7, v = ± 9. With v = ± 7, we have u = 37,
k = - 388 or - 297 and with v = ± 9 we have u = 61, k = -1025 or
- 386. In these cases we do not have Ikl ~ U3/2 and this disposes of the
cases with N = - 1.
When N = 0, (4.2) gives us

k = (- v3 - 2M2)/8.

Also 3v2 = 4Mu and so v = ± .J(4Mu/3) giving

k = - ( ± (47)'" U'/2 + 2M2)/8 = + (~)'" u,/i _ ~2.

Here as v is even and v =1=0, M is even. Also as M = 3v2/4u < iU1/3, it
follows from (4.25) that Ikl > U3/2 unless M = 2. When M = 2, 3v2 = 8u,
and so v must be a multiple of 4. Writing v = 4t for an integer t =1=0, we
have u = 6t 2. As M = 2, N = ° the rest of the formula (4.14) follows and
all parts of our theorem are proved.
It has been shown by H. Davenport (1965) that if we put x = f(t),

y = get) where f(t) and get) are polynomials, with real or complex
coefficients, of degrees 27, 37 respectively, then the degree of k = x3 _ y2 =
f3(t) - get) is at least 7 + I except when f3(t) - g2(t) is identically zero.
If f(t), get) have integral coefficients and f2(t) - g3(t) = h(t) =1=° then
x3 - y2 = k is satisfied with x = f(t), y = get) and k = h(t). If h(t) is of
degree r I- i where i ~ 1, then for sufficiently large t

(4.24)

(4.25)

Ikl ~ Cx(t+i)/(2r) (4.26)



THE DIOPHANTINE EQUATION X3 - y2 = k 185

where e is a constant depending on the leading coefficients of f(t) and
h(t). If there are infinitely many degrees 2r for integral f(t), get) such that
h(t) has degree r + 1 (or r + i with i small compared to r) then it will follow
that for every e > t there are infinitely many Ikl < x". This is highly
plausible, but not yet proved. In the opposite direction, numerical evidence
.seems to indicate that there is a constant e such that Ikl > ext for all x,
and indeed e = t works in all cases known to the writer.
The formulae of Theorems 4.1 and 4.2 give instances with x = f(t),

Y = get) k = x3 - y2 = h(t) of degrees 2r, 3r, r + 1 for r = 1 and 2. Such
formulae are also known for r = 3, 4, and 5 and are given here:

r=3
x = 147,456t6 + 6144t4 + 160t2 + 1

y = 56,623,104t9 + 3,538,944t7 + 129,024t5 + 2240t3 + 21t

k = 1152t4 + 39t2 + 1,
M = 18t, N = 3,

u = 384t3 + 8t, v = 96t2 + 1,
F = - 36t, T = - 27. (4.27)

r=3
x = 147,456t6 - 6144t4 + 160t2 - 1

y = 56,623,104t9 - 3,538,944t7 + 129,024t5 - 2240t3 + 21t

k = - 1152t4 + 39t2 - 1, u = 384t3 - 8t, v = 96t2 - 1
M = 18t, N = 3, F = 36t, T = 27. (4.28)

r=4

x = 4t8 + 24t7 + 84t6 + 200t5 + 344t4 + 456t3 + 436t2 + 296t + 112
y ;::::;8t12 + 72t11 + 360t10 + 1248t9 + 3264t8 + 6768t7 + 11,328t6

+ 15,456t5 + 18,388t4 + 14,984t3 + 10,068t2 + 4668t + 1196
k = - 1728t 5 - 6480t4 - 16,416t3 - 26,352t2 - 26,784t - 25,488
u = 2t4 + 6t3 + 12t2 + 14t + 8, v = 24t3 + 48t2 + 72t + 48,

M = 216t2 + 216t + 216, N = 1728t
F = 10,368t + 20,736, T = 373,248. (4.29)

r=5
t odd

x = 6561t10 + 1458t7 + 135t4 + 4t
y = 531,441t15 + 177,147t12 + 26,244t9 + 1944t6 + 1~S t3 + t

k = - (81t6 + 14t3 + 1)/4, u = 81t5 + 9t2

v = 54t4 + 4t, M = 27t3 + 1, N = 12t2 F = 8t, T = 8. (4.30)
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The following lemma is helpful in establishing certain lower bounds on
Ikl·

LEMMA: If v ¥- 0, then T ¥- 0.

Proof Suppose T = 0. Then 8M2 - 9Nv = ° and N = 8M2j9v. Then
3v2 - 4Mu = 8M2j9v and so

(4.31)

(4.32)
From this

Hence 9u2 + 6v is an integral square, say Z2 with z ;;:;:0.

(4-,33)

But as -u < v ~ u this gives

(3u - 1)2 = 9u2 - 6u + 1< 9u2 + 6v - Z2< 9u2 + 6u + 1 = (3u + 1)2.
(4.34)

This gives Z2= (3U)2 = 9u2 as the only possibility, but then v = 0, contrary
to assumption.

As (4.30) gives an infinite sequence with Ikl < U6/5, in seeking a lower
bound for Ikl, we may assume Ikl < U6/5•

THEOREM 4.3 For 0 < Ikl < U6/5, U ;;:;:32, the following inequalities hold:

Ivl > U2/3

1

M - 3V21 = I-NI ~ _!_,
4u 4u 8

31vl3~M~-,
4

2M Ivl
INI ~-~-.3 2

(4.35)
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Proof From Theorem 4.1 and 4.2 we must have Iv! > u2/3. From our
original definitions

N = 3v2 - 4Mu,
F = 2Mv - 3Nu,
T = 8M2 - 9Nv.

(4.36)

From (4.3)

N = (8k + v3 - 3Nv + 2M2)/2u2 = (32k + 4v3 - 3Nv + T)/8u2,
F = (-12k + 4Nv - 3M2)/u = (- 96k + 5Nv - 3T)/8u,

T = (- 288kv + 4MNu - 9Tv + 5N2)/8u2• (4.37)

From (4.7) INI ~ 9u/2, and so

1
M - 3V21= I-NI ~~.

4u 4u 8

This gives

3u 9
IMI ~4 +"8 < u,

Also as T = 8M2 - 9Nv we have trivially

We can use these trivial estimates on the right hand side of (4.37) to obtain
better estimates:

I
361vl 9u2 873u3 405u2

TI ~ "475+ -4 + -8 2 + -8 2 'u U u u

361vl 891u 405
~ U4/5 + -8- +8 < 116u. (4.38)

I v31 4 27ulvl 4 27
N - 2u2 ~ U4/5 + ~ + 1< 16 +4 + 1= 8. (4.39)

This last gives

Ivl u u 3u
INI ~ - + 8 ~ - + - = -

2 2 4 4
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and so

gives

IMI ~ 31vl 2.
"'0:: 4 + 16

and as M and v are integers

We use (4.37) again to improve the estimates

361vl 91vl 131~ 811vl 131< U4/5 + 32 + "'0:: 32 + . (4.40)

Iterating this procedure

361vl 91vl 819 361vl 91vl 4
< U4/5 + 32 + 256 + U4/5 + 32 + . (4.41)

Substituting in (4.37)

I v31 132k - 3Nv + TI 4 9 9 9 1 9
N - 2u2 = 8u2 ~ U4/5 + 32 + 2U9/5 + 256u + 2u2 < 16·

(4.42)
Thus INI ~ tv + 196 and as N and v are integers INI ~ tv + t. With this
value we find

(4.43)

. Ivl 15
and as N and v are integers and INI ~ "2 + 32

INI ~ I~I. (4.44)
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Using (4.41) and (4.44) in (4.37) we have

I
MNI 361vl 81 81 9 5

T - 2u ~ U4/5 + 2U4/5 + 256 + 2u + 32·
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(4.45)

This is the inequality of (4.35) for T. As IMI~ 31vl/4 and INI~ Ivl/2,
u ~ 32, a weaker form of (4.45) is

(4.46)

From (4.37)

IF I 12VM I 1+4kl 15NVI I T I3u = 3u - N ~ ----;;.- + 24u2 + 8u2

4 11 1
Here U4/5 + 96 < 3" when u ~ 40 and so as M and N are integers

INI< 1M+ t, U ~ 40 gives

2M
INI~3' U ~ 40. (4.48)

But if Ivl = u, then v = U, 3u2 - 4Mu = N and as INI~ tv, N = 0 (mod u)
forces N = o. Otherwise Ivl ~ u -1 and we have

(4.49)

Since for u ~ 32, Ivl ~ U2/3,

3v2 1 3U1/3 1
M>--->-- --

4u 8 4 8
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giving M ~ 3. Thus again (4.49) gives

2M 2 352M 1
INI~---+-<-. +--..;::3 u 96 3 3

for 32 ~ u ~ 39 and so

2M
INI~T' u ~ 32. (4.50)

Thus all parts of Theorem 4.3 have been proved. We are now in a position
to find a lower bound for Ikl whenever Ivl ~ U4/5•

THEOREM 4.4 If 0 < Ikl < U6/5, and if Ivl ~ U4/5, U ~ 32, then 1~ ITI ~ 37
and

Ikl :>-; 2(ITI - t)u2 _ 0 _ _2_.
:;;.-- 721vl 32 576

Hence

and

U6/5 23
Ikl:>-;--­:;;.--48 576'

Proof From Theorem 4.3 we estimate MN/u when Ivl ~ U4/5, U ~ 32.

3 1 45 15 1
~ 8"+ 16u3/5 + 128u2/5 +256u ~ 2' (4.51)

Thus from (4.35)

1 121 81 9
ITI <""4 +36 +256 +2U4/5 +2u <40. (4.52)

As T = 8M2 - 9Nv and 3v2 - 4Mu = N, M = uv (mod 2) it follows that if
T == 0 (mod 3) then T == 0 (mod 9) whence T = ± 39 is impossible. Also
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if T == 0 (mod 2) then Nv == 0 (mod 2) and so N == v == 0 (mod 2) and also
M == uv == 0 (mod 2). Then N == 0 (mod 4) v == 0 (mod 2) whence
T == 0 (mod 8). Thus T = ± 38 is impossible. Hence ITI ~ 37 and by the
lemma T "# O. From (4.2) we may write k in the form

(4.53)

Here

gives immediately with Ivl < U4/5, Ivl ;;?:: 11

N2 Ivl5 15v2 225
I;f ~4u4 + 32u2 + 10241vl< t (4.54)

and so (4.53) gives

u2 ( 1) ITI 5Ikl ~- 2ITI-- -- --.
s-: 721vl 2 32 576 (4.55)

For fixed u and v this gives the lowest bound when ITI = 1 and for
fixed u when Ivl = U4/5, giving the inequalities of the theorem.

5. Cases with k < 2J;. The MN Sequence

We have x = u2 + V ~ u2 + u and so .Jx < u + t. Consequently if
Ikl < 2.Jx < 2u + 1, then Ikl ~ 2u. Thus for u;;?::32, Ikl ~ U6/5 and the
estimates of Theorem 4.3 apply. But these can of course be improved.

THEOREM 5.1 If 0 < Ikl ~ 2u, u ;;?:: 32, then the following inequalities hold:

1
M - 3V21 = I-NI ~ ~

4u 4u 8

I v31 14k 3Nv T I 31 V 12 9
N - 2u2 = u2 - 8u2 + 8u2 ~ 16 -;; +-;;

I
5NVIF - s;- < 25
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IT - MNI ~ I~I(72 + ~ + 6751VI) < I~I(145 + 6751VI)
2u u 12S Su2 u 2 Su2

0< M ~ 31vl/4

INI ~ 2M/3 ~ Ivl/2. (5.1)

Proof. Some of these come directly from Theorem 4.3. In the identity

MN -36kv 9 Tv 5N2
T--=----+-

2u u2 Su2 Su2
(5.2)

let us take Ikl ~ 2u, INI ~ Ivl/2 and use the estimate (4.46) for T on the
right. This gives

IT - MNI~I~I(72 + 271vl + Sllvl + _2_+ 2_ I~I)2u ---=: u 12Su 2U9/5 2u 32 u· (5.3)

As Ivl ~ u and u ~ 32, this gives

This gives the improved estimate

ITI .;; : INI + 7s1 : I.;; :61VI+ 7s1 : I· (S.S)

Using this on the right hand side of (5.2) gives

IT - MNI ~ 1~1(72 + !!_I~I+ 6751vl + 2_1~1)
2u u 12S U Su2 32 u

~ 1~1(72. ~ 6751VI) 1~1(145 6751VI)
---=: u + 12S + Su2 < u 2 + Su2 •

(5.6)

This is the estimate of the theorem. A further identity is

5Nv -12k 3T
F--=----.

Su u Su
(5.7)

Using (5.5) we have

IF - 5NVI ~ 24 + _2_1~1 + 2251vl < 25
Su 12S u Su2

the inequality of the theorem

(5.S)
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From the identity

(5.9)

we find, using 5.6

I
N - .:!_J ~ i_ + 2_ J_!!_J2 + IMNI + 145 + 6751vl (5.10)

2u2 u 16 U 16u3 16u2 64u4

< 2_ J_!!_J2 +!.
16 u u

which is the inequality of Theorem 5.1 This completes all parts of Theorem
5.1 not covered by Theorem 4.3.
The minimal sequence may be considered as an enumeration of cases by

choosing u > ° and for a given u all v's, -u < v ~ u. We shall construct a
sequence (called the MN sequence) based on choosing M > °and for a given
M, values of N with - 2M/3 ~ N ~ 2M/3. From (5.5) the value of T is
limited by the value of N. Hence in

8M2 - 9Nv = T (5.11)

given M and N (N -:f. 0) we can divide 8M2 by 9N to obtain a quotient v
and remainder T in a range specified by N.
From M, N, T, v we can calculate u from

u = (3v2 - N)/4M. (5.12)

If this gives an integral value for u, and if M == uv (mod 2), the further
values of F, k, x, and yare easily calculated. We note that when N = 0,
M is even and (5.5) gives T = 8M2 < 75. The only possible value for M is
M = 2 and these values yield the parametric solutions of (4.14) and only
for t = - 1 and t = + 1 is Ikl ~ 2u corresponding to x = 32, y = 181,
k = 7 and x = 40, y = 253, k = - 9.
Given Nand T, the formula

T2 - 27N3 = 4M(2MT - 9NF) (5.13)

determines M as a divisor of T2 - 27N3 such that 8M2 == T(mod 9N).
This fails if T2 - 27N3 = 0, but if this holds, condition (5.5) that
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1.J27N31 < ilNI + 75, can easily be shown to hold only when N = 3,
T = ±27. These values are easily shown to lead to the parametric solutions
of (4.27) and (4.2S), but for no values of the parameter is Ikl ~ 2u. But if
N is large the factorization of T2 - 27N3 is not feasible, whereas a com­
puter testing of the MN sequence is entirely practical.
We seek a bound on T entirely in terms of M and N. We have from the

definition of F

v 3N + e
u 2M'

Fe=-.
u

(5.14)

From (5.1)

lei = I!_I~ 15~vl + 25 ~ 2_ + 25 ~ 35.
u Su u 16 u 32

(5.15)

Also as u ~ Ivl ~ 4M/3

. (35 5 75 )
lei ~ nun 32' 16 + 4M . (5.16)

Note in particular that lei < 1 if M ~ 30. Also identically

M 3v2 N
-;;= 4u2 - 4u2• (5.17)

Hence

M 31 V 12 1 v 1O<-~-- +-
u 4 U Su2

(5.1S)

and so from (5.14)

M ~ 2_(3N + e)2 I~I
u ~ 4 2M + Su2 (5.19)

The bound

yields

ITI ~ 31NI + 75
S

(5.20)
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and
(5.21)

For M ~ 30 lei < 1 and so (5.21) gives

ITI ~ 2_INI 2251NI + 75 ~ 331NI ~
~ 8 + 2M ~ 8 + 4 (5.22)

and so for M ~ 30 INI ~ 4 we have ITI < 9j21NI. Thus when M ~ 30,
INI ~ 4 T is the least remainder in absolute value in dividing 8M2 by 9N.
For M ~ 30 we have lei < 1 and as M ~ ilvl ~ iu, we must have

u ~ 40 and the bound from Theorem 5.1 takes the form, using (5.14) and
(5.19)

1

M NI I v I ( 47 6751VI)ITI ~ 2u + -;; 72 + 128 + ~

~ INI (2_(3INI + 1)2 I_!!_I) I~I ( ~ 6751VI)~ 2 4 2M + 8u2 + u 72 + 128 + 8u2

= 31NI(31NI + 1)2 I~I (72 ~ 6751vl ~)
32M2 + u + 128 + 8u2 + 16u

~ 31NI(31NI + 1)2 (31NI + 1) (2 2!_ 1925)
~ 32M2 + 2M 7 + 128 + 32M· (5.23)

The most useful results we state as a theorem

THEOREM 5.2 Suppose 0 < Ikl ~ 2u, u ~ 32. Then

0< INI ~ 2Mj3, ITI ~ 31;1 + 75. (5.24)

Further if M~ 30, then

O I I
31NI 2251NI + 75

<T~-8-+ 2M· (5.25)

and

o < ITI ~ 31NI(31NI + 1)2 3(INI + 1) (2 ~ 1925). (5.26)
~ 32M2 + 2M 7 + 128 + 32M
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Also the following congruences hold:
If M is even then N == 0, 3, 4 (mod 8). If M is odd then N == - 1 (mod 8).
If M == 0 (mod 3) then N == 0 (mod 3). If T is even T == 0 (mod 8). Also
T == 2 (mod 3) or T == 0 (mod 9).

Proof. The inequalities were established in (5.20), (5.22), and (5.23). From
N = 3v2 - 4Mu and M == uv{mod 2) we see that if M is even, then
N == 3v2 (mod 8) and so N == 0, 3, 4 (mod 8). If M is odd then also u and v
are odd and N == 3 - 4 == -1 (mod 8). Also if M == 0 (mod 3) then
N = 3v2 - 4Mu == o (mod 3). As T = 8M2 - 9Nv we have T == 8M2 (mod 9)
and so T = 2 (mod 3) or T = 0 (mod 9). Also if T = 0 (mod 2) then
Nv is even and from N = 3v2 - 4Mu, both v and N are even and
indeed N == 0 (mod 4) whence Nv == 0 (mod 8) and T == 0 (mod 8).

In calculating the MN sequence it is not difficult using (5.21) along with
the theorem to calculate by hand all values with M ~ 30. For M ;:: 30 the
computer was used, this being the IBM 360-75. As the ratios ul», 3v14M,
2M/3N are nearly equal, it follows that if M is much larger than N, the
corresponding values of v and u are proportionately larger, and enough so
to be troublesome. Thus it is desirable to eliminate the small values of N
as soon as possible. As ITI ;:: 1, (5.26) shows that for a fixed N, there is
an upper bound on the values for M. But for moderate values of M, T will
be restricted and we may use T2 - 27N3 = 4M(2MT - 9NF) to determine
M from Nand T. For example with N = - 1 and M ;:: 30 the inequality
(5.26) gives ITI < 6. The only possible values are T = - 1 and T = 5. But
if T = -1 = 8M2 + 9v, then 1 - 27( _1)3 = 4M( -2M + 9F). Here
28 = 4M(-2M + 9F) gives 7 = M(-2M + 9F) and M = 7 (as M = 1 is
too small). Then 8(49) + 9v = - 1 but - 393 = 9v does not give an
integral value for v. If T = 5, then 25 + 27 = 4M( -2M + 9F) or
13 = M( - 2M + 9F). Here take M = 13, and then 8(169) + 9v = 5 or
9v = -1347, which does not give an integral value for v. Similarly we can
eliminate N = 3, -4,4 for cases with M ;:: 30. Hence we take 5 ~ INI ~tM
for 30 ~ M ~ 2000. In the same way if M ;:: 2000 and INI ~ 100 the only
possible values for Tare -1 and 5 and these values can be eliminated with
only a moderate amount of effort. Only N = -13, T = 5, M = 7418 gives
integral values for v, u, k, but here Ikl is much larger than 2u.

If we take an MN sequence with INI ~ (2M 13)and require only IT I < 91N I12
then from (4.2) we see that Ikl is no greater than a number approximately

I TU21 < INU2136v 8v

and as we can also show that ITI < 91NI/2 forces N to be approximately
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v3/2u2, it follows that the M N sequence gives only values of Ikl not
greatly exceeding v2/16. As the minimal sequence gives all values with
Ikl < y where y is approximately u3, we may consider the M N sequence with
ITI < 9INI/2.
In taking M to the limit 20,000 the following cases with Ikl < 2u have been

found.
Ikl ~ 2u

x y k u v M N F T
2 3 -1 1 1 1 -1 5 17
3 5 2 2 -1 0 3 -18 27
5 11 4 2 1 0 3 -18 -27

32 181 7 6 -4 2 0 -16 32
40 253 -9 6 4 2 0 16 32
46 312 -8 7 -3 1 -1 15 -19
109 1138 -15 10 9 6 3 18 45

2660 137,190 -100 52 -44 28 -16 32 -64
5234 378,661 -17 72 50 26 12 8 8
8158 736,844 -24 90 58 28 12 8 8

47,044 10,203,669 -337 217 -45 7 -1 21 -13
93,844 28,748,141 -297 306 208 106 48 32 32

421,351 273,505,487 -618 649 150 26 4 12 8
657,547 533,200,074 847 811 -174 28 -4 -12 8
117,188 40,116,655 -353 342 224 110 48 32 32

27,564,105 144,715,764,559-6856 5250 1605 368 75 30 17
367,806 223,063,347 207 606 570 402 252 144 72
918,493 880,265,693 -1092 958 729 416 211 114 77
720,114 611,085,363 -225 849 -687 417 -225 117 63

28,187,351 149,651,610,621-1090 5309 1870 494 116 28 8

For cases with M ~ 500 we do not list x or y, since these numbers
become very large.

k u v M N F T
307 969 826 528 300 156 72

44678 29847 -4746 566 -60 -12 8
-14668 19602 4362 728 108 24 8
-14857 19764 4386 730 108 24 8

-192057 96177 10354 836 60 28 8
-20513 10296 3440 862 192 64 32
-3753 2241 2157 1557 999 621 405
-8569 10525 5761 2365 863 305 113

-30788 20710 -8388 2548 -688 192 -64
- 315969 252900 33730 3374 300 40 8
-316844 253350 33770 3376 300 40 8

142463 100815 -23433 4085 -633 75 -1
22189 11845 -11348 8154 -5208 3096 -1728

-11492 12423 -11660 8208 -5136 3024 -1728
-2381192 1360926 129626 9260 588 58 8
-2383593 1361808 129682 9262 588 56 8
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For the range 10,000 ~ M ~ 20,000 there are no cases with Ikl ~ 2u.
There are, however, three cases in which Ikl ~ 3u. These are:

k u v M N F T
1,299,225 481,552 101,445 16,028 2251 264 17

-10,759,129 4,782,240 354,258 19,682 972 72 8
-10,764,232 4,783,698 354,330 19,684 972 72 8
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Department of Mathematics, University of Manchester, England

AND

N. M. STEPHENS

Pembroke College, Oxford, England

1. Introduction

Initially, we set out to solve the four diophantine equations

x3 _ y2 = 18,72,288,648

in order to complete an outstanding step in one of the authors' Ph.D. thesis
(Coghlan, 1967). This was done by using Skolem's method as applied by
Ljunggren (1963) to the equations

x3 _ y2 = 7,15.

With the machinery set up we attempted to solve
x3 _ y2 = k (1)

for the outstanding values of k, 0 ~ k ~ 100. (Herner (1952) completed the
solutions of (1) for -100 ~ k ~ 0.) In this paper we show that there are no
other solutions of (1), 0 ~ k ~ 100, apart from those previously known (see
Herner, 1952).

2. Determination of quartics

Equation (1) may be factorised over Q(J - k), giving rise to equations of
the form

f(a, b) = 1 (2)

wherefis a homogeneous cubic. One of these cubics is reducible and is readily
solved; henceforth we neglect solutions of (1) corresponding to this cubic.
The other cubics are irreducible. If k < 0, Skolem's method can be applied;
but if k > 0, this method cannot be applied directly, so that another approach
is needed.

199
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Equation (1) may also be factorised over Q(a) where a3 = k, giving rise to
equations of the form

(3)

where P is an integer of Q(a) and A.is one of a finite list of elements of Q(a).
This list, which contains 1, depends on k, the fundamental unit and class
number of Q(a). Equation (3) is equivalent to an·equation of the form

g(u, v) = 1 (4)

where g is a homogeneous quartic. When A.in (3) is 1, (4) is reducible and
readily solved. Otherwise (4) is irreducible. Some of these quartics may be
excluded by congruence considerations. For of the remaining quartics cor­
responding to the values of k under consideration, a solution of (4) and hence
of (1), xo, Yo, say, was known. This meant that (3) could be written as

/

(x - a)j(xo - a) = square of Q(a),
and (4) as

(5)

Clearly distinct solutions of (1) give rise to distinct equations of this type.
So, finally, our problem is that of showing that each such quartic equation

arising has only the trivial solutions (u, v) = (±·1, 0). This will mean that (1)
has no other solutions apart from those mentioned in this section, .

Following Ljunggren (1963), let u = 0 be a root of

g(u, 1) = 0 (6)

so that (5) may be written in the form

N(u - vO)= 1. (7)

Since (6) has just two real roots, Q(8) has two fundamental units, e1 and e2
say. In every case, Q(8) has as its only roots of unity ± 1,so (7) is equivalent to

(8)

3. Integer basis of Q(8)

In order to find a pair of fundamental units of Q(8), it is necessary to
determine a basis for its integers. The polynomial g(u,l) has discriminant
- 212 33 k", so that it is only necessary to determine a basis at those primes
dividing 6k. This is a finite but tedious task and can be greatly simplified by
considering several cases at once.
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For example, if 4>= (02 - xo)/2, then

201

So that, when 211kxo, an integer basis at the prime 2 is 1,4>,4>2,4>3.
We omit the details.

4. Units of Q(O)

To find a pair of fundamental units of Q(O) we use the method of Berwick
(1932). Let 0',0" be the two real roots, and 0'" a complex root of g(u, 1) = O.
Let 1 ,WI' W2, W3 be an integer basis. By WI' we mean the value of WI with
0' for 0, etc. Any unit of Q(O) will thus have the form

with x, y, z, t E Z, and 8' 8" 8'" elf' = ± 1. 81' 82 are a pair of fundamental
units if they are units such that:

18"11< 1, 181"'1< 1, 181'1is minimal;

182'1< 1, 182"'1< 1, 181"1is minimal.

Such units we shall call 'minimal'.
The conditions 181"1< 1, IRe(81"')1< 1, 11m(81"')1< 1, provide an upper

and lower bound for the coefficients y, z, t of 81 in terms of x of the type

(9)

Using these inequalities, a search on the computer was made testing, for each
x = 0, 1, ... , A and the corresponding y, Z and t's, whether the norm of
a = x + yW1 + ZW2 + tW3 was ± I and whether la"l < 1, la"'1 <1. When a
unit, 8 = Xo + YOWl + ZOW2 + tow3' did occur, it was invariably minimal,
but this could be checked by a further small search. For, suppose there is
another unit, D= x + yWI + ZW2 + tW3 such that ID"I< 1, ID"'I< 1, ID'I<
18'1and x > Xo. Then, using the inequalities (9) we have a bound for x, given
by

A similar procedure was adopted for 82'
At the initial stage, the actual value taken for A was such that the compu­

ting time spent searching for each unit was small (about 5-10 seconds);
essentially, this depended on the product h,h2h3' In practice, this product
varied wildly but for a large number of cases its value was about 2 (with a
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corresponding value for A of about 4000.) By the end of this stage, about
half the fundamental units had been found.

Rather than increase the value of A (perhaps indefinitely) for the remain­
ing cases, it seemed pertinent to obtain some bound, and therefore to find
two independent units of the field. This was done, in each field, by forming
the norms of a few integers with small coefficients and, by drawing conclu­
sions about their ideal factorisations, suitably multiplying and dividing them.
For this last step, a teletype console with direct access to a computer proved
essential, for the coefficients of any resulting unit were usually very large.
From two independent units, it is easy to find two other independent

units <51, <52, generating the same multiplicative subgroup of units, say V,
such that

1<51"1 < 1, 1<51"'1 < 1, 1<51'1 is minimal in V,

1<52'1 < 1, 1<52"'1 < 1, 1<5/'1 is minimal in U.

1<51'1, 1<52"1 now provide suitable bounds. When A could be increased without
affecting the accuracy of the computer program and without using an exces­
sive amount of computing time (usually the first criterion was the deciding
factor), a search was made and the fundamental unit found.
The quartic fields where only one minimal unit was known, and a bound

for the second was known but beyond the range of computation, were dealt
with on the lines of the following argument. Suppose we have two units <51
and e2 with

and suppose there exists a minimal unit e1 such that

then for some a, bE Z we have

It is easy to prove that a > 0 and 0 ~ b < a, so that

a < log 1<51'I/(B' + log Ie/I).
This gives, providing B' is large enough, a finite number of possible pairs
(a, b) some of which can be further eliminated by a refinement of the above
argument. For each of the remaining pairs with a > 1, it was shown that
<51e2 -b was not an ath power by congruence considerations modulo a suitable
integer. Thus a = 1, b = 0 and <51 is a minimal unit.
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Finally, there were quartic fields where two independent units were known,
but where we were unable to determine 2 minimal units. However, in these
cases, these independent units gave sufficient information about any pair of
fundamental units for us to be able to apply the method of Skolem (1934)
(see section 5).

5. p-adic methods
We solve (8) by the p-adic method of Skolem (1934). This involves choos­
ing a suitable prime p such that by expanding 81m82 n p-adically, it can be
infered that, since the coefficients of W2 and W3 are .zero, m = n = O.
In practice, one proceeds as follows. By considering 81m82 n modulo p and

perhaps other (generally small) primes, one tries to show that aim, bin where
a, b are the orders of 81, 82 modulo p respectively. One then continues, by
induction, to show that m == n == 0 (mod p;') for each positive integer A, and
hence to show that m = n = O. For, if m == n == 0 (mod p;') than 81m82 n may
be expanded p-adically using the facts that aprlm, 81apA = 1+ p;'+lrx for
some rx; similarly for 82• If p has been well chosen, and if 81m82 n has been
expanded enough, it follows that, because the coefficients of W2 and W3 are
zero, m == n == 0 (modp;'+l).

In most cases, Skolem's p-adic method was successful with p = 2 or 3; in
all cases with p dividing 6k (see Table).
In the few cases where fundamental units were not known, knowledge of

a particular pair of independent units was sufficient to make the p-adic
method work.
For example, when k = 87 there are two independent units (j1' (j2 where

(j1 == 1+ ()- (}3, (j2 == 1 - () - (}2(mod 3). G3 (the multiplicative group of
residues modulo 3) is a product of four cyclic groups C3 x C3 X C2 X C2

generated by the residues of (jl' (j2' 1 - (), - 1.The norm of 1 - ()is congruent
to -1 (mod 3), and it can be shown, by considering the generators of G4,

that there are no integers of norm == - 1 (mod 4). Hence, there are no units
of norm - 1. So if, 81, 82 is a pair of fundamental units then the subgroup of
G3 generated by the residues of 81, 82' -1 is contained in that generated by
the residues of (j1' (j2' -1 and is thus the same. Therefore, there is a pair of
fundamental units 81,82 with 81 == (jl' 82 == (j2 (mod 3). This gives enough
information about 81,82 to apply Skolem's method 3-adically to (8) in this
case.

6. Table
We list in Table I all those solutions of (1) for the outstanding values of
k, for 0 ~ k ~ 100 and k = 288,648. For all those solutions giving rise
to an irreducible quartic we also indicate whether the units found were
fundamental (F) or just independent but sufficient for the p-adic method to
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be applied (1). The last column lists the prime p for which the p-adic method
of Skolem was used.

TABLE I. Solutions 0/ x3 - y2 = k

k x ±y ForI p

18 3 3 F 2
23 3 2 F 3
25 5 10 F 2
26 3 1 F 2

35 207 F 2
28 4 6 F 7

8 22
37 225

39 4 5 F 3
10 31 I 3
22 103 I 3

45 21 96 F 2
47 6 13 I 3

12 41 F 3
63 500

53 9 26 F 2
29 156 F 2

55 4 3 F 11
56 419

60 4 2 F 2
136 1586

61 5 8 I 3
63 4 1 F 3

568 13537
71 8 21 F 2
72 6 12 F 2
79 20 89 F 3
87 7 16 I 3
89 5 6 F 2
95 6 11 I 3
100 5 5

10 30 F 2
34 198

288 9 21 F 2
648 9 9 F 2

18 72 F 2
22 100
54 396 F 3
97 955

1809 76941 F 2

The machine computation was initially done on the ICL 1905E at the
University of East Anglia, and latterly on ATLAS at the Atlas Computer
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Laboratory. We would like to express our thanks to the staff concerned for
advice and assistance in the running of the programs.
Like all computations of this nature, there is the question of the reliability

of the calculations. Every care was taken to preserve good accuracy in the
machine computations and to double check hand calculations. As a further
.check we have heard that independent results for some k have been obtained
by students of Ljunggren (k = 18, 23, 25, 26, 28) and by Finkelstein and
London (k = 18,25, 100).
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A Non-Trivial Solution of the Diophantine Equation
9(x2 + 7y2)2 - 7(u2 +7 V2)2 = 2

OSKAR HERRMANN

University of Heidelberg, Heidelberg, Germany

My problem is the construction of a solution of a very special diophan­
tine equation, yet this equation is closely related to the Hilbert Tenth Prob­
lem, first posed by Hilbert (1900) in his famous lecture on mathematical
problems. Many of these problems are settled, some by solving, some by
proving the unsolvability. In Hilbert's own words the Tenth Problem is:
"Eine diophantische Gleichung mit irgendwelchen Unbekannten und ganzen
rationalen Koeffizienten sei vorgelegt: Man solI ein Verfahren angeben, nach
welchem sich mittels einer endlichen Anzahl von Operationen entscheiden
lasst, ob die Gleichung in ganzen rationalen Zahlen losbar ist." In a recent
paper Martin Davis stated the following theorem: if the diophantine equa­
tion

(1)

has no non-trivial solution (i.e. a solution different from x = ± 1, y = 0,
u = ± 1, v = 0), then the Hilbert Tenth Problem is unsolvable in the sense
of recursive number theory. The proof of this theorem is based on a paper of
Julia Robinson (1952). In that paper diophantine predicates and predicates
of exponential order of growth are investigated. According to Martin Davis
(1963) the hypothesis "There is a diophantine predicate of exponential order
of growth", which was conjectured by Julia Robinson, implies the unsolva­
bility of the Tenth Problem. The unsolvability of the diophantine equation
(1) implies according to Martin Davis (1968) the truth of the hypothesis of
Julia Robinson. Trying to prove the unsolvability of the diophantine equa­
tion (1) I investigated properties of a solution and finally discovered a solu­
tion. Thus in the event no light is shed on Hilbert's Tenth Problem. The very
extensive computations were performed on the Siemens 2002 of the Astro­
nomisches Recheninstitut Heidelberg.

207
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The diophantine equation (1) is obviously equivalent to the following
system of diophantine equations:

A = x2 + 7y2,

B = u2 + 7v2•

(2)

(3')

(3")

Let (X = 3A + B.J7 be an integer of the quadratic field with discriminant 28.
The equation (2) is equivalent to N(X = 2. A simple computation mod 3
shows that every integer of this field with norm 2 has a rational part divisible
by 3. The class number of this field is 1. There is only one ideal in this field
with norm 2. The fundamental unit of this field is B = 8 + 3.J7. Hence,
every integer (Xwith N(X = 2 is of the form

(X = ± (3 + .J7)(8 + 3.J7t.

The equation (3') and the equation (3") imply that A and B are non-negative
integers. Thus finally all non-negative solutions of (2) are given by

3An + Bn.J7 = (3 + .J7)(8 + 3.J7t, n;;?; o.
By representation of the field Q(.J28) by matrices of order 2, we find that

and the recursion

An+l = 8An + 7Bn,
Bn+l = 9An + 8Bn,

Ao = Bo = 1.
(4)

Next, since Q(.J -7) has class number 1, a number N is representable as
r2 + rs + 2S2 if and only if every prime divisor of N with odd multiplicity
is not a quadratic non-residue modulo 7. Using this and some computation
modulo 2 we obtain:

an odd number N is representable as x2 + 7y2 if and only if every prime
divisor of N with odd multiplicity is not a quadratic non-residuemodulo 7. (5)

The corresponding result with 7 replaced by 3 is true, but not for 1 1, 19
43, 67, or 163.We require also some detailed results on An and Bn.

LEMMA. Let p be prime, and all congruencesbelow taken modulo p. If An == 0,
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then

A2n == - 1, B2n == + 1, A2n+1 == B2n+1 == - 1, A4n+2 == B4n+2 == + 1. (6.1)

If s, == 0, then

(6.2)

If An == B; == 1, then

Ank == Bnk == + 1for all k. (6.3)

If An == 1, B; ¢ 1, then

(6.4)

If An ¢ 1, B; == 1, then

A2n+2 == B2n+2 == 1. (6.5)

The sequence of pairs (An' Bn) considered modulo p is periodic. If p =I 3,
then the primitive period n(p) is a divisor of p - (pJ7). (6.6)

An == (-It(1 + 2n),

(6.7)

(6.8)

(6.9)B; == 1+ 2n (mod 7).

The proofs of (6.1) to (6.5) are easy, and (6.6) is a special case of a theorem
of Legendre (p = 3 is exceptional since it occurs in the coefficients of A 2

in (2»; (6,7) to (6.9) are trivial.
The construction of a solution of (1) consists of two steps. In the first step,

by a method of sieving, numbers n, such that (3') and (3") were probably
solvable, were determined. Beginning with the set of numbers {niO ~ n <
l0000} a number n was eliminated if n == 1, 2 or 6 (7). In these cases B; is
not a quadratic residue mod 7 by (6.9) and so (3") is not solvable by (5).
Next, for every prime p with (pJ7) = - 1 less than 40000, the sequence of
pairs An' B; mod p up to an index no was computed, where no was the least
number satisfying one of the following conditions:

(i) An == B; == ± 1 (P),
(ii) n = 10000,
(iii) AnBn. == 0 (p).

In the first case, there is no number n such that An or B; is divisible by p.
In the second case, there is no number n < 10000, such that An or BII is divi-
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sible by p. In the third case, all the zeros of An resp. B; mod p are given by

n = no + (2no + l)k; k = 0,1,2, ....

If any of these numbers was not already eliminated, then the numbers An'
B;mod zr' and modp were computed. A number n was then eliminated if An
or B; was divisible by p but not by p2. If An or B; was divisible by p2, the
computation was in principle to be repeated mod jr' and mod e", but in
order to save time, this computation was dropped, and the number p was
punched out. This procedure was initially very efficient, but lost its efficiency
very soon, so it that was necessary to investigate the remaining numbers n
separately.
The first remaining number was 26. Some of the numbers An' B; are

Ao
Bo
Al 15
Bl 17
A2 239
B2 271
A3 3809
B3 4319
A6 15 418831
B6 17 483311
A26 = 17 231429 089624 614166 470862 182959
B26 = 19 538604 045167 506118 097869 511631

By (6.1) the primitive period n(p) of a divisor of A26 is a divisor of 106 and
the primitive period of a divisor of B26 is a divisor of 53. So, the primitive
period of a prime divisor of A26 B26 is a divisor of 106. Let n(p) = 1 or
n(p) = 2. Then A2 == B2 == 1 (modp). So p is a prime divisor of B2 - A2 =
32. Hence, p = 2 and n(p) = 1. A26 and B26 are odd numbers, so the primi­
tive period of any divisor of A26 or B26 is divisible by 53.

By (6.6) we find 53In(p)lp - (p/7) and

p == (p/7) (mod 53).

Neither A26 nor B26 has a prime divisor satisfying this congruence up to
108•
In order to factorize A26 and B26 or to prove A26 and B26 to be primes by
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means of a theorem of Lehmer (1939) it is necessary to factorize A26 - 1
and B26 - 1. Let p a common divisor of A26 - 1 and B26 - 1 then n(p) is a
divisor of 26. Hence, p = 2 or, by (6.6), p == (p/7) (mod 13). Then (6.4) and
(6.5) imply that primitive period n(p) of a prime p, which divides either
A26 - 1 or B26 - 1, is a divisor of 54. Hence, n(p) is a divisor of 6 or a mul­
tiple of 9. The primes p, with n(p)16 are easy to determined: these are the
common prime divisors of A6 - 1= 15418830 and B6 - 1= 17483310. So,
possible prime divisors of A26 - 1 and B26 - 1 are:

(a) p = 2,3, 5, 17,
(b) primes p with p == (pI7) (mod 53),
(c) primes p with p == (pI7) (mod 9).

Using this information it was possible to factorize A26 - 1 and B26 - 1 by
a very short computation. The factorizations are:

A26 - 1= 2.7.17.131.4049.117701.159839.414991.17483311,
B26 - 1= 2. 35 • 5.19. 71.131.117701.17483311. 22110582149.

These are if fact prime decompositions. This may be checked by using
Lehmer's table for the factors less than ten millions. There are two remaining
factors. The smaller one is a common divisor of A26 - 1 and B26 - 1. There
is no prime p == (pI7) (mod 53), p < 4200 which is a divisor of 17483311, so
this is a prime. The primality of the last divisor may be checked by using (c)
instead of (b) in the same way.
Now, it is a simple computation to show, that the residue class of 7 mod

A26 has the order A26 - 1 in the residue class group mod A26 and the residue
class of 7 mod B26 has the order B26 - 1 in the residue class group mod B26•

The existence of primitive roots of this order shows that A26 and B26 are
primes. (Martin Davis has checked this independently).
We conclude: A26 and B26 are primes and quadratic residues mod 7. So,

there is in both cases only one prime facter with odd multiplicity and this
prime factor is a quadratic residue and the equations (3') and (3") are solv­
able. This finishes the proof of the existence of a solution of (1).
According an oral commumication of Martin Davis there are similar

equations to state in respect of every imaginary quadratic field Q(J - d)
with class number 1 and d not a square, with the same application to Hilbert's
problem. The last condition excludes the Gaussian field. So, according the
Theorem of Heegner and Stark there are 8 values of d:

d = 2, 3, 7, 11, 19, 43, 67 and 163.

In the case d = 3 the corresponding equation is
3(x2 + 3y2)2 - (u2 + 3V2)2 = 2. (7)
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The recursion-formula of the corresponding Pell-type equation is

An+l = 2An + Bn,

Bn+l = 3An + 2Bn,

Ao = Bo = 1.

The corresponding sieve shows the pair (A6' B6) = (2131, 3691) to be the
first pair of candidates for a solution. In fact it is, and

A6 = 162 + 3.252 and B6 = 42 + 3.352•

So the equation (7) has a solution, and indeed with explicit x, y, u, and v.
The solution of the corresponding equations in the other cases with odd d
is much more laborious, for numbers of more than eighty digits have to be
factorized, and (5) replaced by more a complicated lemma. These results
may be published later after completing the computation.
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Note added in proof:

In an important recent paper Mitiyasevic(1970) gave a proof of the unsolvability of the
Tenth problem, but the method developed in order to solve this diophantine equation is
of general interest only.
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1. Introduction

(a) At various times over the last 7 years the authors, in collaboration
with D. H. and Emma Lehmer, have conducted a search for odd solutions
N of the congruence

(1)

for the bases a = 2(1)99. This computing, which was done almost completely
on idle time, was carried out on the IBM 7090-94 and the CDC 6400 at the
University of California, Berkeley and the IBM 7090 at Stanford Univer­
sity*. The purpose of this search was both to extend the search limits of other
investigators (Froberg, 1958; Kravitz, 1960; Pearson, 1963; Riesel, 1964;
Hausner and Sachs, 1963; and Kloss, 1965) and to discover any composite
solutions of (1) for the value of a considered.
The first part of this paper is devoted to a discussion of the search for

prime solutions of (1), while the second part is given over to an investiga­
tion of the existence and nature of composite solutions.·
The numerical results of these two investigations are given in Tables 1

and 2 below.
(b) It is a matter of some interest to note that quite different problems lead

to (1) as a condition for their solution. Best known among these, of course,
is the criterion ofWieferich (1909) in the first case of Fermat's Last Theorem:
If p is an odd prime, p -rxyz, for which xP + yP = zP has a non-trivial solu­

tion, then 2P-1 == 1(mod p"). (see Lehmer (1941) for further references).
Another instance is given by Inkeri (1964), who has connected (1) with

Catalan's conjecture:

• Use of the IBM 7090at Stanford was made possible by the Department of Computer
Sciencesunder grant No. NSF-GP948.

213



214 J. BRILLHART, J. TONASCIA, AND P. WEINBERGER

Ifp and q areprimes, then

(2)

has no non-trivial solutions, except in the case p = 2, q = 3, where x = ± 3,
y = 2 are solutions.

In particular, he has shown the following:
Let p and q beprimes> 3 withp == 3 (mod 4) and q,r h(p), the class number of
the quadratic field Q(~ - p). If (2) has non-trivial solutions, then pq-l == 1
(mod e'), and x == 0(modq2),y == -1(modp2P-l).
In a different direction we have the theorem:

If g is aprimitive root of aprime p, but not aprimitive root of p2, then gP-l == 1
(mod zr'). (See Nagell, 1964; Shanks, 1962. Also, see Shanks (1963) for a
relation of this congruence to the smallest positive primitive root). Closely
related to this question is the fact that the expansions of l/p and 1/p2 to base
b have the same period if and only if bP-1 == 1 (mod p2). (See Dickson, 1952).
Recently Warren and Bray (1967) have observed that if q is a prime for

which q21(2P- 1), p an odd prime, then 2q-1 == 1 (mod q2). (See Brillhart
and Johnson (1960), p. 366).
For further matters relating to (1) and its history see Dickson (1952),

Beeger (19l3), Hasse (1957), and the other references at the end of this paper.

2. The Search for Prime Solutions

When the present investigation was begun in 1962, the highest published
search limit for a = 2 was 200183 due to Pearson (1963). In our initial report
to the Number Theory Conference at Boulder Colorado in 1963 we gave the
search limit of 222 for 2 ~ a ~ 10, and the new solutions p = 1006003 for
a = 3, and p = 534851 and 3152573 for a = 6.

Shortly thereafter in November, 1963 Hausner and Sachs (1963) published
(independently) the result that no new solutions exist below 106 for a = 2.
In the following year Riesel (1964) extended the values of a to 150, finding
all solutions p < 500,000 for 2 ~ a ~ 10 and p < 10,000 for 11 ~ a ~ 150.
In 1965 an unpublished table of solutions of (1) for a ~ 100 with the search

limit 106 was sent to us by Dr. Sachs. This table serves as the basis of Table 1
below. (These results are presented here with the kind permission of Dr.
Sachs.) In the same year Kloss (1965) published the results of his search for
solutions for the prime bases ~ 43 to various search limits between 5 x 106
and 11 x 106, with the exception of the limit 31059000 for a = 2. From his
investigation came several solutions of (1), which verified the solutions in the
unpublished table of Sachs, with three solutions larger than 106 being p =
1747591 for a = l3, p = 2481757 for a = 23, and p = 1025273 for a = 41.
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The present search has now established the following limits:
a = 2, p < 3 X 109 a = 14,15,17, p < 227
a=3, p<230 18,19,20

215

a = 5,
a = 6, 7, 10, 11,

12, 13

For those bases for which no solutions larger than the base are known, we
have the search limits:

a = 21, 34
a = 29,47,50
a = 22,23,24,26,28
a = 42, 51,60, 61,66, 72, 73, 74,82, 88, 89,90,97,99

p < 229

P < 228

P < 226
P < 225

For all other bases we have the limit of 106 due to Sachs.
The new prime solutions of (1) we have discovered are p = 53471161 for

a = 5, p = 56598313 for a = 10, p = 1284043 for a = 18, p = 63061489 for
a = 19, p = 9377747 and 122959073 for a = 20, p = 1595813 for a = 22,
and p = 13703077 for a = 23. These results are given in Table 1 along with
all other known odd prime solutions.
It is worth mentioning that the probability of p being a solution of aP-1

== 1 (mod p2), a given, is roughly 1/p since the congruence xp-1 == 1 (mod
p2) has p - 1 solutions. (See Dickson, 1952). The rarity of solutions for a
given x = a implied by this probability is clearly borne out in Table 1.
Among the solutions p in Table 1 are those which also satisfy

2 ~ a ~ 100. (3)

These are marked with an asterisk. Of these, only p = 3 satisfies a similar
congruence (mod p") for a = 80 and 82, 2 ~ a ~ 100.
We observe the error in Dickson (1952), (for H. Hertzer) and Beeger (1913),

wherep = 11is claimed as a solution of (3) for a = 3.We also note the curious
partition 66161 = 216 + 54 in the case a = 6.
It is proper to point out here that Table 1 does not include those a which

are powers. That we may omit these without leaving out any essential infor­
mation is clear from the following.

THEOREM1: If p is a prime, p,r n, n ~ 2, and C( ~ 2, then (any-1 == 1(mod
pf%) if and only if aP-1 == 1(mod p").

Proof: The "if" direction is immediate. In the other direction, let a belong to
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TABLE I. Solutions of aP- 1 == 1(modp2), p an odd prime
(a not a power, a < 1(0)

a p a p

2 1093 3511
3 11 1006003
5 20771 40487 53471161
6 66161 534851 3152573
7 5 491531
10 3 487 56598313
11 71
12 2693 123653
13 863 1747591
14 29 353
15 29131
17 3 46021 48947
18 5 7* 37 331 33923 1284043
19 3 7* 13 43 137 63061489
20 281 46457 9377747 122959073
21
22 13 673 1595813
23 13 2481757 1370377
24 5 25633
26 3* 5 71
28 3* 19 23
29
30 7 160541
31 7 79 6451
33 233 47441
34
35 3 1613 3571
37 3 77867
38 17 127
39 8039
72
73 3
74 5
75 17 43 347 31247
76 5 37 1109 9241 661049
77· 32687
78 43 151 181 1163 56149
79 7 263 3037
80 3* 7 13 6343
82 3* 5
83 4871 13691
84 163 653 20101
85 11779
86 68239

40 11 17 307 66431
41 29 1025273
42 23*
43 5 103
44 3 229 5851
45 1283 131759
46 3 829
47
48 7 257
50 7
51 5 41
52 461
53 3* 47 59 97
54 19 1949
55 3* 30109
56 647
57 5* 47699 86197
58 131
59 2777
60 29
61
62 3 19 127 1291
63 23 29 36713 401771
65 17 163
66
67 7 47 268573
68 5* 7 19 113* 2741
69 19 223 631
70 13 142963
71 3 47 331
87 1999 48121
88
89 3 13
90
91 3 293
92 727 383951
93 5 509 9221 81551
94 11 241 32143 463033
95 2137 15061
96 109 5437 8329
97 7
98 3 28627
99 5 7 13 19 83
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e (mod p"), Then

eln(p - 1) and elp«-l(p -1).

But since p A" n, then p A" e. Hence e I (p - 1), so aP-1 == 1(mod p«).
This Theorem shows, except possibly for the primes dividing n (which for

Table 1 are <6), that the prime solutions for base d' are the same as those
for a itself.

3. Programming Developments

The program to search for prime solutions of (1) consisted of two parts:
(i) the production of a sequence of trial p's
(ii) the testing of each pin (1).
The sequence in (i) can be generated efficiently in a computer in the way

one usually generates a sequence of trial divisors for factoring a given num­
ber, namely, through the use of an increment table in the memory, which is
used over and over again to produce a sequence of numbers not divisible by
certain small primes. (This table is actually the difference table for the numbers
that remain when the integers are sieved by the small primes which are used).
In the IBM 7094, for example, only the primes ~ 13 can be used in this

way, for 4J(2 .3. 5 . 7 .11.13) = 5760 memory locations are required for the
increment table. To have included 17 as well would have required a table 16
times as large ,which would exceed the memory available in the 7094.
Although the sequence produced in this way includes composite as well as

prime numbers, the method is efficient timewise, since to test a trial p further
is to test it in

aP-1 == 1(modp) (4)

anyway, (We note the time required to search, say, to 222 for a given a was
approximately 30 minutes).
When the sequence in (i) is used in factoring a number M, the monoton­

icity of the trial divisors assures us any divisor d of Mwill be prime, if each
such divisor, when discovered, is removed as often as it will divide M. This
clearly is not true in the present case, however, so composite solutions of (1)
may well be discovered. Thus, each of the solutions discovered for a given a
must be tested for primality. That this is very simple will follow when we
show the interesting property (See4) that composite solutions of (1) can only
have prime divisors which are already solutions of (1).
The testing in (ii) is itself broken into two parts: (a) determining if p is a

pseudoprime, (b) testing pseudoprime p in (1). (We remark here that the
term "pseudoprime" refers to a number p satisfying (4) for a given base a ~ 2.
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A prime is thus a pseudoprime under this definition.) In (a) the calculation
of aP-1 (modp) is carried out by single-precision residue methods, which are
possible since p is less than 235, the word-size in the computer. In this calcul­
ation the usual procedure of using the bits of p - 1 to prescribe the sequence
of squarings and multiplications by a is followed. To shorten this build-up,
the largest initial power of a <235 is chosen from a table in memory on the
basis of the leading bits of p - 1
If the result of this calculation is not 1, then p cannot satisfy (1), and the

next value of p is considered. If the result is 1, then p is a pseudoprime, and
we proceed to (b).
In testingp in (1), we unfortunately cannot use any of the arithmetic of (a).

We must therefore re-compute aP-1, this time using the double-precision mod­
ulus p2 (as soon as p > 217.5). The double-precision, however, can be accom­
plished by single-precision in the following way:
If R is any residue in the calculation, 0 ~ R < p", then we wish to find
R2 (mod jr'), We first compute R2 = Q1P + R1, 0 ~ R1 < p, and then
Q1 = Q2P + R2, 0 ~ R2 < p. Combining we have R2 == R2P + R 1 (mod p2),
where the expression on the right is the desired remainder, since 0 ~ R2P +
R1 ~ (p - l)p + p - 1= p2 - 1< p2. (It is clear that this process is merely
finding the last two digits of R2 in a number system with base p).

4. Composite Solutions

(a) The following theorem provides a strong characterization of the primes
which divide a composite solution of (1).

THEOREM 2: If aN-1 == 1 (mod V"), a ~ 2, N ~ 2, and if paiN, then
r" I (aP-1 - 1).

Proof: Setting N = p'm, we conclude directly that apfXm-1== 1(mod p2a).
Also, if a belongs to e (mod p2a), then e Ip2a-1(p - 1) and e I (pam - 1). The
latter implies p -r e. Thus e] (p - 1), so that aP-1 == 1(modp2a).t
The information contained in this theorem is of two kinds. For one thing,

the theorem shows a prime divisor p of a composite solution N of (1) must
itself be a solution of (1), In addition, it shows the maximum power of p
that can. divide N is limited by the highest power of p that divides aP-1 - 1.
In particular, if pP II (aP-1 - 1), then 1~ a ~ [P/2] , the greatest integer in
P/2. It follows then that P = 2 or 3 and a = 1for all primes in Table 1 (except
for p = 3 with a = 80 or 82, where P = 4 and a = 1 or 2), so the composite
solutions of (1), divisible only by primes in Table 1, must necessarily be
square-free if a "# 80 or 82.

t This theorem was initially discovered by D. H. Lehmer for the case ex: = 1
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(b) It is clear from (a) that the most effectiveway to find composite solutions
of (1) is to construct all possible square-free products N from the primes in
Table 1 for a given a and then test each such N in (I). This testing can be
greatly shortened, however, through the use of the following theorem, which
will exclude with very little calculation all the trial N's not satisfying (1).

THEOREM 3: Let N = lljp/\ where aPi-1 ==] (modn.") and 1~ (Xi ~ [PJ2J,
p/ill(aPi-1 -1). Also,for some pcxIIN let d= (p -1,N/pcx -1). IfaN-1 ==
1(mod N2), then ad == 1(mod p2cx).

Proof From Theorem 2 we conclude for the chosen p that aP-1 == 1(mod p2cx)
which implies aPcx== a (mod p2cx). Hence, 1 == aN-1 == (apa)N/PCX. a-I ==
a(N/pCX)-l(mod zr"). Then if a belongs to e (rnod zr'"), e] (p - 1) and e] (N/pcx
- 1). Thus, e Id, from which the theorem follows.
In applying Theorem 3 we use the weakened form of the conclusion

ad == 1 (modp). (5)

This easy-to-use necessary condition will usually eliminate most of the
trial N's which do not satisfy (1). Of course, it may happen for certain p that
(5) is actually satisfied, so N is not eliminated. In this case we must select
another p (if possible), compute its d, and through the use of (5) see if N is
eliminated.

Example. Let a = 78 and take N = 43.151.1163.56149. (See Table 1).
Choose p = 43. Then

d = (42, 151.1163.56149 - 1) = (42,9860494336) = ]4.

But 7814 == 1(mod 43), so N is not eliminated. If, however, we take p = 151,
then d = (150,2807955340) = 10 and 7810 == 64 =1=1(mod 151),which shows
N is not a solution of 78N-1 == 1(mod N2).

In this example, we note since the conclusion of Theorem 3 allows for a
modulus of»". it might seem that one should use a modulus of 432 in a further
attempt to eliminate N without changing to another p and recomputing its d.
That this will never work follows from

THEOREM 4: If a belongs to e (modp) and aP-1 == 1(mod p'), then a belongs
to e (mod p2).

Proof From ae == 1(mod p) we obtain

ae = 1 + kp. (6)
Then

1 == aP-1 = (ae)(p-l)/e = (1 + kp)(p-l)/e == 1+ kp(p - 1)/e (mod p2).
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Hence, pi k and from (6), ae == 1(mod p2).
But no smaller power of a can yield 1(mod p2), since such a power would

then contradict the fact that a belongs to e (modp).
By means of the above tests we readily determine all the composite solu­

tions of (1) whose prime divisors lie in Table 1. These solutions are listed in
Table 2. (We note from Riesel's table (1964) there are two composite solu­
tions N = 7.13 for a = 146 and N = 11.41 for a = 148).

TABLE II. Solutions of aN - 1 == 1(mod N2), N odd and composite

a N

26 3·5, 3·5·71
68 7·19
80 32
82 32, 32.5
99 5·7, 5·13, 7·13·19

(c) As in the search for prime solutions, we can essentially disregard
those a which are powers.

THEOREM 5: IJ(d')N-l == 1(modN''), n ~ 2, andpr1.IN, but p,{' n, then aP-1 ==
1(mod jr").

Proof. Let N = p'm. Thus, (d')pr1.m-l == 1(mod jr'"). Let a belong to e (mod
p2r1.).Then eln(pr1.m -1) and elp2r1.-1(p -1). Now p,{'e, since both p,{'n
and p,{' (pr1.m- 1). Therefore, e] (p - 1), so that aP-1 == 1(mod jr"),
We might remark in case pin, that if p/JII (aP-1 - 1) and pU II n, then

1~ ex ~ [(P + 0,)/2]. The testing of N in this case is carried out as before.
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The Inhomogeneous Minima of Some Totally Real Cubic Fields

J. R. SMITH

R.N.E.C., Plymouth, Devon, England

Let {I, L(O), Q(O)} be an integral basis of a totally real cubic field R(O)
and {I, L(4)), Q(4))}, {I, L(t/I), Q(t/I)} the corresponding bases of the conju­
gate fields. L is a linear and Q a quadratic polynomial. The inhomogeneous
minimum, M, of R(O) is defined by

M = sup inf 1 (x + yL(O) + zQ(O) (x + yL(4)) + zQ(4)))

(x + yL(t/I) + zQ(t/I) I,

where the sup is taken over all real Xl' Yl' Zl' and the inf is over x, y, z con­
gruent modulo 1 to x.,y., Zl'

R(O) is Euclidean if and only if M <1 for all rational x, y, z and Godwin
(these proceedings) is interested chiefly in whether or not M <1 for the fields
considered. In this note we investigate all non-cyclic fields (type K(3, 0) of
discriminant .A~ 1957 and some cyclic fields (type K(3C, 0) and give the
actual minima where known. The method used is that of Barnes and Swin­
nerton-Dyer (1952) as extended by Samet (1954). A computer (Elliott 503)
was used to find the "uncovered regions" discussed by Godwin (these pro­
ceedings). The results obtained concerning non-cyclic fieldsare given in Table I.
34 other fields were considered (those of discriminants 761, 785, 788, 837,
892, 940, 993, 1016, 1076, 1101, 1129, 1229, 1257, 1300, 1304, 1373, 1384,
1396, 1425, 1436, 1489, 1492, 1509, 1524, 1556, 1573, 1593, 1620, 1708, 1765,
1772, 1901, 1940 and 1994) and were found to be Euclidean. The results
obtained concerning cyclic fields are given in Table II. Two other fields were
considered (those of discriminants 3721 and 4489) and were found to be
Euclidean.
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Table I Table II

A M A M
148 1. 49 1.

"2 7"

229 1 81 1.
"2 3"

257 1 169 s
3" 13

316 _l_ 361 _lL
2 19

321 1 961 16
3" TI

404 1 1369 31
"2 37

469 1 1849 .1..1."2 43

473 1 5329 9
3" "8

564 1 *Due to Davenport (1947)"2

568 .i.
2

621 1
"2

697 13
TI

733 _l_
2

756 t
985

1345 7
"5

1825 7
"5

1929 1

1937 1

1957 2

*Due to Clarke (1951)
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Computations Relating to Cubic Fields

H. J. GODWIN

Royal Holloway College, Egham, Surrey, England

This paper is concerned with two problems-the existence of a Euclidean
algorithm in certain algebraic fields (especially in self-conjugate cubic fields)
and the tabulation of cubic fields with signature one.
We denote a field of degree n and signature s by K(n, s): self-conjugate

cubic fieldsare denoted by K(3C, 0). If K(n, s) has integral basis co,(l), ... , COn(l)
with conjugates coF} (where CO?-2S+2j) = 0i/n-2s+2j-l} forj =1, ... ,s) then

nf1 (x, C01 (j) + ... + x, COn(j})
j=1

is the norm-form of K(n, s). We denote min IF(y)1 taken over all vectors
y == x (mod l) by M(x): K(n,s) is Euclidean if and only if M(x) <1 for all
rational vectors x. If M = max M(x) over all vectors x then K(n, s) is Eu­
clidean if M <1. No case is known where max M(x) is attained at a non­
rational x, but the impossibility of this happening has not been proved.
The number M can be given a geometrical significance as follows: for a

given K, denote the region IF(x - m)1 ~ K by R(m) and let R be the union of
the R(m) with m taking all values with rational integral co-ordinates (i.e.
the union of regions IF(x)1 ~ K with the origin translated to the points of
the integral lattice). If K < M, R does not include the whole of space: if
K ~ M, it does.
Instead of considering the whole of space it is sufficient to consider a region

S, such that the union of S and its translates, when the origin is translated
to the points of the integral lattice, is the whole of space. If S and its translates
are disjoint then S is called a fundamental region-an example is 0 ~ Xi <1.
We can then express the problem of the existence of Euclid's Algorithm as
that of finding the least K for which a given fundamental region is covered
by regions R(m) centred at the points m of the integral lattice. For K(2, 1)
the region R(m) is an ellipse and the problem is easy: for all other types of
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field the region is unbounded and the possibility exists of a covering of the
fundamental region being obtained by using parts of regions with centres
remote from the fundamental region.
The present state of knowledge is as follows:

K(2, 1) There are 5 Euclidean fields (see, e.g. Hardy and Wright, 1938).

K (2, 0) There are 16Euclidean fields (seeBarnes and Swinnerton- Dyer (1952)
for references to, and corrections of, earlier work: also Godwin,
1955).

K(3, 1) The number of Euclidean fields is finite (Cassels, 1952).

K(3C, 0) The number of Euclidean fields is finite (Heilbronn, 1950).

K(3, 0) Examples of Euclidean fields and references to earlier work are
given in Godwin (1965a).

K(4, 2) The number of Euclidean fields is finite (Cassels, 1952).

K(4,0)}
and Examples of Euclidean fields are given in Godwin (1965b).

K(5, 0)

We now consider in particular the case of K(3C, 0). Since the existence of
Euclid's Algorithm is a sufficient (but not a necessary) condition for unique
factorization, we need consider only those fields with class-number one:
these are known to have discriminant d2, where d is 9 or a prime congruent
to 1modulo 6. Heilbronn (1950) shows that the number of Euclidean K(3C, 0)
is finite by showing that for sufficiently large d we can find positive integers
nand n' which are cubic residues modulo d, but which both factorize as the
product of two coprime non-cubic residues, and are such that d = n + n'.
The proof depends on the orders of remainder terms in character sums, and
no explicit bound for d is given. The proof that the existence of nand n'
implies that the field is non-Euclidean is as follows.
We suppose that the field is Euclidean and can then factorize d as (b)3,

where (b) is a principal ideal. Since n is a cubic residue modulo d, there exists
m such that m3 == n(mod d): consider Xl' X2, X3 such that Xl (.01+ X2 (.02+
X3 (.03 = (m/b). We can find an integer fJ such that IN(m/b) - fJ)1 < 1, i.e.
such that IN(m - bO)1 < IN(b)1 = d. Now N(m ._ bO) == m3 (mod b) and so
N(m - bO) == m3 (mod d), i.e. N(m - bO) == n (mod d): if IN(m - bfJ)1 < d
then N(m - bO)= n or -n'. But by their construction neither n nor -n' is
the norm of an integer of the field: the contradiction shows that the field is
non-Euclidean. Thus, in our terminology, Heilbronn finds an x of particular
type for which M(x) ;;??: 1: if his criterion fails to show that a field is non-



COMPUTATIONS RELATING TO CUBIC FffiLDS 227

Euclidean there may still be x's of other kinds giving M(x) ~ 1, and this, in
fact, happens in the case d = 73 (see Smith, 1969).
Smith has developed programs which amplify Heilbronn's result in two

ways. First he has investigated all d less than 104, and application of Heil­
bronn's criterion shows that K(3C, 0) is not Euclidean for d < 104 except for
d = 7,9, 13, 19,31,37,43,61,67, and possibly for d = 103, 109, 127, 157.
(The last four cases remain undecided because of the. extensive computation
involved.) It seems unlikely that any Euclidean field with d > 104 exists.
We now describe more fully the method used by Smith to settle the indivi­

dual cases, since it is applicable in principle to fields of all types. It is essen­
tially that of Barnes and Swinnerton-Dyer (1952) (see also Godwin, 1955),
using a computer to search for covering regions.

For a given K we attempt to cover a fundamental region by portions of a
number of regions R(m). If we succeed we know that M ~ K: if we fail,
leaving a set of uncovered portions of the fundamental region, then either
M > K or we have not considered enough covering regions. We now use the
technique which Barnes and Swinnerton-Dyer used for K(2, 0): we trans­
form space by a transformation which sends lattice points into lattice points
and the region R(O) into itself. (For example, if s is a unit of the field, we may
replace Xl Wl + ...+ x; co; by e (Xl Wl + ... + x, wn).) The transform of a
fundamental region A may be dissected into a number of pieces which can be
translated to parts of A by translating the origin to various lattice points.
Let S denote the uncovered part of A, and S' the uncovered part of A
as reassembled after transformation. If () does not belong to S' then, for
some m, and m2' ()+ m, is covered by T R(m2), the transform of R(m2)'
But TR(m2) is R(m3) since the regions R(m) are unchanged and the integral
lattice is transformed into itself. Hence ()is covered by R(m3 - m.) although
m, - m, may not appear in the list of m used in the original attempt at cover­
ing. Hence the part ofA which is really uncovered belongs to S f"I S'. We repeat
this procedure, narrowing the uncovered part of A still further: since the
transformation will be a contraction mapping on at least one co-ordinate,
the uncovered part of A is reduced, in the limit, when different transforma­
tions and their inverses are used, to a set of isolated points. Finally, to show
that M > K at these isolated points, we use congruence considerations.
Smith's program for investigating the covering of a fundamental region

consists of compiling a list of suitable lattice points mj , m2 •.. (suitable be­
cause at least one co-ordinate lies within the range of those in A), subdividing
A and testing if a given subdivision lies in one of the R(mJ If a subdivision
is not covered it is further subdivided and the process repeated on each of
these portions. Some economy of effort is obtained by trying first for any
given subdivision the R(m) which covered a neighbouring one. After a certain
number of repetitions either the whole of A has been shown to be covered (so
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that M is known to be not greater than K), or a list of small uncovered regions
has been obtained: these are then examined individually by using transforma­
tions of space as described above. If M(x) is either M, at a few points, or is
appreciably less than M (i.e. if the first minimum of the norm-form is well
isolated) then the procedure is not too tedious: if there are values of M(x)
close to M at many points, then a large list of uncovered portions of A is
obtained, and the work becomes prohibitive.
Smith has also applied this method to K(3, 0) and found a number of

Euclidean fields additional to those in Godwin (l965a), and the non­
Euclidean field with discriminant 985; this has M = 1 and so is "just non­
Euclidean" (as is the K(2,0) with discriminant 65).
The second problem discussed here is the tabulation of K (3, I), i.e. the

determination of all such fields with discriminant greater than some given
value. I. o. Angell, in work currently in progress for the degree of Ph.D. of
London University, has tabulated the fields with discriminant greater than
- 20,000, and found that there are 3169 of them. This number includes 27
pairs, 58 triads, and 22 tetrads of fields with the same discriminant. (In the
case of K(3, 0), Godwin and Samet (1959) found that there are 830 fields
with discriminant less than 20,000: these include just four pairs (all K(3C, 0))
with the same discriminants.)
The inethod used is based on Godwin (l957): every field with discriminant

D can be generated by a number ex, with conjugates p + iy, such that
(ex - P)2 + 3y2 < JIDI. We may suppose that ° < ex < I and thus obtain
bounds for p, y, and for the coefficients of the cubic having ex, p ± iy as zeros.
Having enumerated these cubics we can test that they give fields of the re­
quired type, and with discriminants greater than - 20,000.
In some cases, particularly with small values of IDI, the same field is given

by a number of different polynomials: if and only if the polynomials whose
respective zeros are ex, p ± iy and ex', P' ± iy' give the same field, then there
exist rational integers r, s, t, n such that ex' = (rex2 + sex + t)/n, with similar
equations for the complex roots. n is known from the indices of ex and ex',
and r, s, t can be calculated approximately from the approximate values of
ex, ex', etc. If the values of r, s, t so found are really integers, then one can test
that the transformation

, rex2 + sex + tex =-----
n

(using integral values for r, s, t) does really send one cubic into the other. If
r, s, t are not approximately integers then the fields are apparently distinct,
and this may be checked, e.g. by factorizing various primes in the fields and
finding differences between the ways in which they factorize.
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Angell is now finding the fundamental units of the fields which he has
tabulated, by a program based on Voronoi's algorithm (Delone and Faddeev
(1940) pp. 215-220: see also Delone (1923)). This constructs, in a systematic
way, a chain of transformations of a cubic lattice which eventually recurs,
thus giving rise to a transformation of the lattice into itself, which corresponds
to a unit of the field. Angell has also adapted a method, given in Godwin
(l960) for K(3,0), by proving that, if D < - 86, then the unit (e, '7 ± i(),
for which (e - '7)2 + (2 is least, is the fundamental unit (where we choose
between e and (lIe) so that lei < 1). In many cases units can be found readily
by inspection, and this result enables one to check fairly easily whether or
not they are fundamental.
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The Products of Three and of Four Linear Forms

H. P. F. SWINNERTON-DYER

Cambridge University, England

The work described here was begun as joint work with the late Professor
Davenport, and is not yet complete. I hope that a full account of it will
appear, under both our names, in the forthcoming volume of Acta Arith­
metica dedicated to his memory.
The problem of the homogeneous product of n linear forms (in the Geo­

metry of Numbers) can be stated in two natural ways; they are clearly equiva­
lent, but each of them has its advantages:-

(i) What can be said about the lattices admissible for the region
IXI X2 ... xnl < I-that is, lattices A with no lattice point other than the
origin in the region?

(ii) What can be said about the sets of n linear forms

such that ILl L2 ... Lnl ~ 1for all sets of rational integers Xl' ... , X"
not all zero?

Let ~ = [detAI = Idet(aij)l; then the most obvious problem is to find the
lattice constant of the region IXl X2 '" xnl <1, in other words to find inf ~
as A runs through all admissible lattices. More generally one can consider sets
of n linear forms L, such that

o: = inf' ILl L2 ... Lnl > 0; (1)

one then asks what are the possible values of ~rx -1,and what can be said about
the corresponding lattices. There is some scope for normalization, for we can
make an arbitrary integral unimodular transformation on the Xi without
altering ~rx-l; and we can also multiply the L, by arbitrary non-zero con­
stants. Thus in the case where the infimum in (1) is attained-and this turns
out to be the interesting case-one can normalize so that a = 1 and is attained
at (1, 0, 0, ... , 0), and so each ail =1.
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One reason for investigating this problem is its use for determining class
numbers of algebraic number fields:

THEOREM. Let K be a totally real algebraic number field, of degree n over the
rationals, and let d be the discriminant of K. Then every ideal class in K con­
tains an integral ideal of norm (It most C-1 dt, where C is the lattice constant
oflx1x2 ... xnl <1.

Except in special cases, one actually finds class numbers in this way, and
this involves factorizing all rational primes up to C-1 dt in K. If one could
replace C by a larger constant C1 this would diminish the labour involved
in the process; and this can be done provided one has detailed enough in­
formation about the lattices with ~(X-1 < C1-or, which is the same thing,
about the admissible lattices with determinant less than C r-
Conversely, such fields give a means of obtaining admissible lattices. For

let K be a totally real algebraic number field of degree n, and let

be elements linearly independent of K over the rationals. Let

and let L2, •.. , L; be the algebraic conjugates of L1; then

L1 L2 ... L; = Normx/Q(L1)

is a polynomial in the Xi with rational coefficients. Hence it cannot take
arbitrarily small non-zero values for integral Xi' because it is rational with
bounded denominator; and it cannot take the value zero because no L, can
do so, by the linear independence of the (Xi' Hence (X > 0 in (1) and is attained.
The corresponding lattice can be called a norm-form lattice.

For n = 2 the theory is essentially complete, and is que to Markoff; for a
full account see for example Cassels, "Introduction to Diophantine Approxi­
mation". The possible values of ~(X-1 are

.J5, .J8, -t.J221= 2'97321 ... and so on;

the 'smallest limit point of values of ~(X-1 is 3. All the values below 3 arise
from norm-form lattices, but this is not true for 3; an example to the contrary
is

(2)

for which the minimum is (X = I, attained only at (1, 0). There are uncount­
ably many essentially different lattices with ~(X-1 = 3.
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For n = 3 Davenport proved that the two smallest values of L\(X- 1 are 7
and 9, arising from norm-forms in the cubic fields of discriminant 49 and 81
respectively. There is no machinery analogous to the continued fraction
algorithm on which Markoff's work depends; and no admissible lattices other
than norm-form ones are known. It is certainly impossible to construct them

. by analogy with (2), for Cassels and Swinnerton-Dyer have shown that if L1
is defined over a totally real cubic field and (X =1= 0 then L2 and L3 must be
multiples of the algebraic conjugates of L1. This raises interesting problems,
the more so because if all admissible lattices are of norm-form type then the
values of L\(X-1 can have no finite limit point; and then C-1 dt in the Theorem
above could be replaced by some o(dt). This is a matter on which algebraic
number theory computations could be expected to shed some light.
As theoretical attacks on these problems seem to yield very little, it seemed

worthwhile to find the next few values of L\(X-1 computationally. In its cru­
dest form, this represents a search through a region of nine-dimensional
space (given by the values of the aij); and the method falls into two parts:-

(i) Reject almost all the region, by examining the values of L1 L2 L3 for
particular sets of integers Xl' X2, X3.

(ii) If A has been shown to be close to an identified admissible lattice Ao,
show that if A is admissible it must be equivalent to Ao.

An isolation theorem of the sort described in (ii) is essential, and it has to be
provided in a constructive form by the theorists; for the numerical calcula­
tions are necessarily only approximate and so one must have a way of refining
approximate to exact answers. Fortunately Cassels and Swinnerton-Dyer
have given a strong isolation theorem for the case when Ao is a norm-form
lattice, and this meets our needs. (The isolation theorem is much stronger than
anything that is true when n = 2, which is one reason for believing that the
cases n = 2 and n = 3 behave quite differently.)
It remains to consider (i), and the first step is to normalize the Li• We do

not know in advance that (X is attained; but we can at least assume that
L1 L2 L3 is very close to (X at (1,0,0) and the most convenient form of this
statement is

1-10-12 < (X ~1,

Given this, we can require that a12 and a13 lie in the interval (0,1) by re­
placing Xl by Xl + m2 X2 + m3 X3 for some integers m2, m3; and we can then
make an integral unimodular transformation on X2, X3 only to ensure that the
quadratic form

t{(L1 - L2)2 + (L2 - L3)2 + (L3 - Ll)2} = AX22 + 2Bx2 X3 + CX32
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of determinant AC - B2 = !Ll2 is reduced. This means at any rate

(3)

But A cannot be too small, because if A is small then a12' a22 and a32 are
close together and we can make ILl L2 L31 < a. by choosing Xl = -lor
0,X2 =1,X3 = o. A more detailed argument along these lines gives
A > 7 - 10-1 0; in fact if a.=1then A ~ 7 and this is best possible. After (3),
C is now bounded above by a bound depending on Ll; and so all the aij are
bounded. This is the only use that is made of the reduction of the quadratic
form.

Obviously none of the aij is a rational integer, because none of the L,
can vanish for integral Xj. So at this stage we divide the problem into cases,
a "case" being identified by the specification of the six .integer parts [aij]; if
an upper bound for Ll is chosen, this restricts us to finitely many cases. (Of
course there are trivial equivalences among cases, which reduces the work
considerably.) At a later stage of the calculation it is necessary to split cases
up into subcases, in which one or more of the aij is restricted to lie in an inter­
val of length 1/12; this splitting is done automatically by the computer during
the calculation described below, but it must not be done too often because
one cannot afford to have too many cases to deal with.
While a case or subcase is being dealt with, the current information about

the aij is described by three convex polygons Pi such that (ai2' ail) lies in Pi.

At the start of a case, each Pi is a unit square; the object of the calculation is
to whittle this down to nothing or at least to a very small region. A typical
step is as follows, where to simplify the notation we assume that we are trying
to reduce Pl. Choose integers Xl' X2, X3 not all zero; this gives upper bounds
for the corresponding values of IL21 and IL31, and these upper bounds are
easy to calculate since they are attained at well-determined vertices of P 2

and P3 respectively. Since

ILIL2L31 ~ a. >1-10-12,

this gives a lower bound for IL 11 and therefore a certain strip S in which
(a12' a13) cannot lie. This may enable one to reduce PI; for example, if PI
is the square in the figure below, then PI is diminished if S is S', but not if
S is S" or S"'. However, if S" can be made a little larger because contrac­
tions of P2 or P3 have given smaller upper bounds for IL21 or IL31, or if a
small piece at the bottom right hand corner of P 1 can be removed for other
reesons, then S" becomes useful and leads to a substantial reduction of Pl.

The computer is programmed to choose a finite cyclic list of triples
(Xl' X2' X3) and carry out this step with each triple and each L, in turn, going
on until working once through the list gives no substantial improvement in
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any of the Pi' If the resulting regions are very small (less than 10-6 in each
direction) they are printed out and the resulting lattice (which has always
turned out to be a norm-form lattice) identified and isolated by hand. If the
regions are not small, they are subdivided and a new list of triples (Xl' X2' X3)

chosen; the process is then repeated. The triples are chosen so that the asso­
ciated strips are not too narrow; this means that either Xl' X2, X3 are small or
else two of the L, are nearly equal-so that X2/X3 must be an approximation
to one of three real numbers. The smaller the Pi' the larger the Xj can usefully
be; this is why the list of triples is rechosen after each subdivision.

FIGURE 1

These calculations have been carried out for all possible A(X-1 ~ 17, and
subject to machine errors the permissible values of A(X-l are

7,9, J148, 63/5,13,14,351/25, 189/13,133/9,J229, 259/17,

559/35,J257,273/17,tJI078,117/7,tJ22736,tJ2597.

Each of these values comes essentially from only one lattice, except that 13
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comes both from the lattice of integers of the real cubic field with d =132
and from a non-principal ideal in one of the two real cubic fieldswith d = 912•
The values of d(X - 1 do not seem to be tending to a finite limit; and this im­
pression is very much reinforced by looking at the associated lattices them­
selves. I doubt if there is much to be gained by further calculations.
The case n = 4 is of interest, and is just about within the bounds of what is

feasible. Not even the minimum value of d(X-1 is known, though it is generally
conjectured that it is .J725 and corresponds to the lattice of integers of the
totally real quartic field of least discriminant. Calculations are under way, and
should be completed within a fewmonths. The method is in principle the same
as in the case n = 3, but there is one additional technical difficulty. In the
case n = 3 it is easy to describe the polygons Pi and manipulate them; for the
sides of Pi have a natural ordering and the vertices of Pi are just the inter­
sections of two consecutive sides under this ordering. In the case n = 4,
however, the convex regions involved are polyhedra in three dimensions;
there is no natural ordering of the faces, and there are no simple and efficient
algorithms for going from the set of faces to the set of vertices, for example.
The techniques of linear programming are not very helpful. This sort of prob­
lem seems to turn up in a good many contexts (see for example Larmouth's
paper, p.827, where some exceptionally unhand leable convex polyhedra
occur), and some good algorithms would be very valuable.



The Enumeration of Perfect Forms

J. LARMOUTH

Computer Laboratory University of Cambridge, England

This paper describes an attempt which was made to automate the pro­
duction of all perfect forms in a given number of variables, using the
procedure described by Voronoi (I908), and following the work of Barnes
(1957).
We are working with quadratic forms x' A x in the n variables

Xl' X2' ... ,Xn, and are concerned only with positive definite forms. Let the
minimum of the form as x ranges over all integer values be M, say.

M = min x' Ax
x * OeZ

Then if the value M is taken at the points ±mk, k = 1,2, ... ,s, we say that
the form isperfect if it is uniquely determined by M and the s minimal vectors
mk'
We wish to discover representatives of each equivalence class of perfect

forms for n ~ 7. Barnes (1957) completely solved the problem for n = 6
working by hand, and using the approach described by Voronoi (1908).
This method forms a correspondence between a perfect form and a region
R in in (n + 1) space. The region R is defined by s edge forms, and the
procedure depends on finding all the faces of this region, and from them
neighbouring perfect forms.
Throughout the work equivalent faces and equivalent forms must be

rejected. Two forms A and B are equivalent if either one is a multiple of the
other, or if there exists a transformation T (with integer elements and
determinant + 1) such that

T' AT = B

We see that the minima of A and B are the same, and that the minimal
vectors are related by T. It follows that if we form the distance matrix
with (i, j)th element

miAmj
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Table I
New forms for n = 7

s Det(A), M=2

28 392/81
28 71344/15625
28 10240/2187

28 3584/729
32 1024/243

29 10336/2187

Form

3¢J-Xl X2-2(X3 X4+X3 XS+X4 X6+XS X6)

5¢J-3xl X2-2(X3 X4+X3 XS+X3 X6+X4 XS+X4 X6+XS X6)

3¢J-2xl X2 -(X3 X4+X3 Xs +X3 X6+X3 X, +X4 Xs +X4 X,
+xs X6+XS X,+X6 x-)

3¢J-Xl X2-X4 XS-2(X3 X4+X3 XS+X4 X6+XS x,)

3¢J-Xl x2+xix2+X3+X4+XS+X6+X,) - (X3 X4+X3 Xs
+X3 X6+X4 XS+X4 X6+XS X6)

3¢J-Xl X2-X4 XS-X3 X,-2(X3 X4+X3 XS+X4 X6+XS x-)

Here if> = I:I:XIXl and the summation is over all i ~ j.

Table II
New forms for n = 8

s Det(A), M=2

36 2244/625
38 112/27
37 345/64
36 3248/729
36 1449/256
36 370048/78125
38 65856/15625

36 354368/78125

36 1425/256
39 1209/256

Form

5¢J-Xl x2-4(X3 X4+X3 XS+X3 X6)

3¢J-Xl X2-2(X3 X4+X3 XS+X4 X6+XS X6)

2¢J-Xl X2-(X3 X4+X3 XS+X3 X6+X4 XS+X4 x,)

3¢J-Xl X2-2(X3 X4+X3 XS+X3 X6+X4 X,+X4 xs)
2¢J-Xl X2 -(X3 X4 +X3 XS+X3 X6 +X4 x,+xs xs)
5¢J-3xl X2-2(X3 X4+X3 XS+X4 XS+X6 X,+X6 xs)
5¢J- 3Xl X2 -2(X3 X4+X3 Xs +X3 X6+X4 Xs +X4 X6

+xs X6)

5¢J- 3Xl X2 -2(X3 X4 +X3 Xs +X3 X6+X4 Xs +X4 X6
+x, xs)

2¢J-Xl X2-(X3 X4+X3 XS+X3 X6+X4 XS+X4 x,+xs xs)
2¢J-Xl X2-(X3 X4+X3 XS+X3 X6+X4 XS+X4 X,+X6 xs)

Here if> = I:I:XIXl and the summation is over all i ~ j.

then we can test for equivalence by looking for a permutation of the distance
matrix of one form into that of the other.
The task of finding the faces of the region R can be greatly assisted by

using the techniques of linear programming.
A computer program (about 8000 orders, hand coded) was written to

completely automate Voronoi's algorithm. Three different approaches were
tried to the problem of generating all neighbours, but none proved suffici­
ently fast.
The first approach was to build up a face one edge-form at a time. The

second was to build up a set of vectors lying off a face, and the third was
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a recursive technique which found all faces by choosing one face and finding
all its subfaces, then generating all the neighbouring faces.
Although the work has not succeeded in producing a complete enumera­

tion for n = 7, I have obtained a large number of inequivalent forms for
n = 7 and n = 8. I list in table I 6 forms for n = 7, and in table II 10 forms
for n = 8. I believe that these forms are not equivalent to any published
forms.
A set of standard Fortran routines have been written to duplicate that

part of the above work involved in verifying that two forms are
inequivalent, and these are being used to maintain a tape of inequivalent
forms.
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Two Problems in Diophantine Approximation

A. M. COHEN

University of Wales Institute of Science and Technology,
Cardiff, Wales

1. The first problem concerns the estimation of lattice constants of three
dimensional star bodies, which has been discussed in Cohen (1962).
Briefly, it is as follows:-

Let S be a given star body having equation

f(x) ~ 1,

and let a, band c be three points on the boundary of S, i.e.,

f(a) = f(b) = f(c) = 1.
Then

[I, m, n] = la + mb + nc, I,m, n integers,

defines a point on a lattice, A, with basis a, b, c. If [/, m, n] lies
outside or on S for all (/, m, n) ::F (0,0,0) then we say that the lattice A
is S-admissible and has lattice determinant

d(A) = det (a, b, c).

The problem of finding the lattice constant of S, Ii(S), is equivalent to
finding

mind(A) (all admissible A).

The problem is thus one of optimization and we can use the relevant
techniques of numerical analysis, such as steepest descent, to obtain
estimates for Ii(S).
One difficulty encountered is that of admissibility. For a finite star body,

e.g. a convex body, we have only to test the admissibility of a limited
number of lattice points but, for an infinite body such as [xy z] ~ 1, we
require to search through all possible I,m, n. This is clearly impracticable.
However, the difficulty can be overcome if we are able to assume that the
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star body is boundedly reducible for we know that in this case there exists
a bounded body, K, such that

A(S) = A(S () K).

By suitable choice of K we can estimate A(S () K) and hence A(S). This
method has been successfully employed, with K as the sphere
x2 + y2 + Z2 ~ ,2, to generate critical lattices (by computer) for the
bodies Ixyzl ~ 1 and Ixl(y2 + Z2) ~ 1 with determinants 7 and .J23j2
respectively (see Cassels (1959)).
We now give some results which arose as a result of numerical com­

putation.]

(a) The convex body S: Ixl3 + lyl3 + Izl3 ~ 1.

For this body the lattice A with basis

a = 2-1/3(1, 1,0)
b = 2-1/3(1,0, -1)
c = 2-1/3(1 + (J, - (J, (J)

is admissible, where (J satisfies the cubic equation

(J3+ (J2+ (J - t = o.
Further,

d(A) = ·Hl + 3(J)= 0.8797.
It follows that

A(S) ~ 0.8797,

and the author' hopes to establish that equality holds in this last result. It
may be remarked that we know from Minkowski's convex body theorem
that A(S) ;;::::0.7075.

(b) The body S: [x]max (y2, Z2) ~ 1.

The lattice constant of this body is of interest in connection with
another problem. For, Davenport and Mahler (1946) showed that if C2 is
the lower bound of all numbers C with the property that every pair of real
numbers (J1' (J2 admit infinitely many approximations satisfying

Ip1 - (J1ql < (Cjq)t,

then
C2 = IjA(S).

t Bigg (1963)and Spohn (1969)give results relating to other bodies.
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The best theoretical results obtained for ~(s) are those of Cassels (1955)
and Davenport (1952) who show respectively that

~(s) ~ 3.5,

and
~(s) ~ 461/4 ~ 2.6043.

Thus computational investigations are of interest in finding out more about
~(s). The best numerical result obtained was that the lattice A with basis

a = (0.8614, 1.0774, -0.0059),

b = (1.5334, -0.1425, -0.8076),

c = (1.1043, -0.9516,0.7191),

and
d(A) = 2.8915,

was an admissible lattice for S n K, where K is the body
K: x2 + y 2 + Z2 ~ 9.57. Since all the nine points lying on SnK lie on S
it is tempting to conjecture that ~(S) ~ 2.8915. However, a closer examina­
tion of the data reveals that the point [1, -2, 2J lies on x2 + y2 + Z2 = 9.5794
and well inside S. Thus the conjecture does not appear to have a solid
foundation.
The same technique can also be used to estimate the lattice constants

of four and higher dimensional bodies and the following problems are of
interest.

(i) S4: IXl X2 X3 x41 ~ 1. What is ~(S4) ?
(ii) S: x/ + x/ ~ 1, X32 + X42 ~ 1. Is ~(S) = i?t
(iii) S: [xy z(x + y + z)] ~ 1. What is ~(S) and are there more than three
points of the critical lattice on the boundary of S ?

We note that, for (i), Noordzij (1967) has shown that

J500 < ~(S4) ~ J725.

An admissible lattice for this body has the basis

r = 1,2,3,4,

t Dr. T. G. Murphy, Trinity College, Dublin, has found the answer to this question to
be in the affirmative. The minimal determinant is attained by the product of two
lattices giving the minimal determinants of the two circles. However, there do exist other
lattices with the same determinant not expressibleas products.
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where 8h 82, 83, 84 are the roots of the polynomial equation

X4 - x3 - 3x2 + X + 1= o.
This fact, and other results for lower dimensions, suggests the following
approach for obtaining an upper bound for the lattice constant of
Sn: IXI X2 ••• xnl ~ 1, namely, the determination for each n of an irreducible
equation of the form

x" + Ctl ~-1 + ... +Ctn-l x ± 1 =0 (Cti integers)

having all the roots 81,,,,, 8n real and distinct and such that
III(81-8j)l,i<j, is a minimum. A lattice A with basis points
x, = (8{-1, ... , 8nr-1) (r = 1, ... ,n) is then Sn-admissible and

Thus for n = 5 we find

is an irreducible equation having roots - 3.2287, -1.0882, .3728, .5462,
1.3979 and consequently

~(S 5) ~ J14641 = 121.t

In the other direction Godwin (1950) has shown that ~(S 5) ~ 57.02.

2. The second problem consists of estimating the constants ')'1 and ')'2 for
which there exists a linear form 18 + md: + n such that

max (/2, m2)1/8 + mljJ + nl ~ ')'1'
and

(/2 + m2)1l8 + mljJ + nl ~ ')'2,

for all (I,m) =/: (0,0). We know from a theorem in Cassels (1957) that these
constants and linear forms exist and we give here a method to show that

')'1 * 0.2021, ')'2 * 0.2807.

These values are probably best possible and are attained with 8 * 0.4566,
8 * 0.2021 and 8 * 0.4470, ljJ * 0.3067 respectively.

t Hunter (1957)shows that the least discriminant of a totally real quintic field is 14641,
so that the value 121 given here is the best possible upper bound by this method.
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The method of evaluation is as follows. We first observe that we need
only consider (J and 4> satisfying 0 ~ 4> ~ (J ~ t. We shall call this the
. region A of the (J, 4> plane. Next, we note that by suitable choice of the
I, m, n we can find three strips

f(ll' m1)1/1 (J + m1 4> + n11 ~ ~,
1(/2, m2)1/20 + m24> + n21 ~ ~,
1(13, m3)1/3(J + m34> + n31 ~ ~,

(1)
(2)
(3)

which just cover A where 1(/, m) denotes [2 + m2 or max (/2, m2). For
instance, with ~ = <>1 = 4/13, 1(/, m) = 12 + m2 the strips

just cover A (figure 1). Clearly if ~ is reduced below ~1 then a gap will appear

A

Strip
I<PI =81

i
Strip

41-28+11- 8,

e

FIG. 1. Covering of the region A
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in the region of the point P1 (()1, 4>1) and A will no longer be covered. We
next search for integers 1*, m*, n* which are as small as possible and which
satisfy

1(1*, m*)I/*()1 + m*4>1 + n*1 < c51•

These integers can always be found since, by their construction, ()1 and 4> 1
are always rational. Now consider the intersection of the strips

1(1*, m*)I/* () + m* 4> + n*1 ~ c5,
1(11' m1)1/1 ()+ m14>+ n11 ~ s,
1(12, m2)1/2() + m24>+ n21 ~ s.

(4)
(I)
(2)

It can be shown-see Cohen (1963)-that these will cover the region A for
some value of c5 < c51, call it c52• Similarly, by combining (4) with (1) and
(3) or with (2) and (3) we can determine two other numbers c53 and c54 which
are less than c5 (figure 2). We choose the largest c5 held in the computer store

A
o L- ~ ~

J. e
2

FIG. 2. Generations of three new strips
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and repeat the process, terminating when the b's appear to converge. This
is the case when large I,m, n appear in the solution or, alternatively, when
(J and 4> become restricted to an extremely small region of A. Note that by
taking the initial three strips parallel to to the edges of A we ensure all (J
and 4> belong to A. At the end of the process we have another problem on
.our hands, namely, to discover more about the computed numbers (J, 4> and
b. The author does not wish to say anything about this, except that (J and
4> cannot both belong to quadratic fields, and that this is another problem
in which computers can assist.
Thanks are due to Professor K. Mahler, F.R.S., and the late Dr. C. B.

Haselgrove for respectively suggesting the problems in sections 1 and 2.
I am also grateful for constructive comments delivered during the discussion
of this paper.
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The Improbable Behaviour of Ulam's Summation Sequence

M. C. WUNDERLICH

Northern Illinois University, De Kalb Illinois, U.S.A.

In the proceedings of the 1963 Number Theory Conference at Boulder, S.
Ulam posed the problem of determining the asymptotic density of the follo­
wing sequence U = {Uk}: We define U1 = 1 and U2 = 2. If U is defined up to
n - 1,n is in the sequence if and only if n can be expressed uniquely as the sum
of two distinct elements in U. The first 10 terms of U are 1,2,3,4, 6, 8, 11,
13, 16, 18. In 1967,P. Muller computed the first 20,000 terms of the sequence.
In addition to showing that the density of U appeared to resemble rather
closely the density of the primes, he observed two other curiosities; namely
that there are no consecutive elements of U greater than 47 and also that an
unusually large number of sequence elements (over 60%) differ from another
element by 2. In this paper we shall employ a heuristic argument to describe
the behaviour of two functions; p{k) which is the probability that k is in U and
s{k) which is the expected number of ways that k can be expressed as a sum
of distinct elements of U. We will then produce some computational evi­
dence which shows that U as well as two other similarly defined sequences
deviates sharply from its expected behaviour. There appears to be a connec­
tion between the reasons for this deviation and the curiosities noted by Muller.
As n becomes large, we can expect the functions p{k) and s{k) to satisfy

[(n -1)/2]
s{n) = L p{k) p{n - k)

k=1
(1)

and

p{n) = s{n)/e(n). (2)

(I) follows from the fact that the probability that both k and n - k are ele­
ments of U is the product p{k) p{n - k) assuming of course that the two

• All computations for this paper were done on the IBM 360/50 computer at Northern
Illinois University, DeKalb, Ulinois.
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events are statistically independent. This means that in an interval about n of
length r, we would expect a distribution of r. s(n) sums of distinct sequence
elements. We shall assume for the moment that each of the rr.s(n) distribu­
tions is equally probable. A standard result in the theory of probability tells
us that the probability that a number in that interval is represented in exactly
one way as a sum is

r. s(n) ( 1 )r.S(n)-1
-- 1--r r (3)

[(
1 )r]S(n)-(l/r)

= s(n) 1 --
r

Letting r -+ 00 and noting that

(
1 )r 1lim 1 - - =-,

r-+ co r e

we obtain (2). We will return later to a discussion of the assumptions made to
obtain (1) and (2).
The author was unable to find a function which satisfies the recursions (1)

and (2). However, it is clear that if we assign values to p(k) for k less than
some integer M, the recursion relationships define p(k) and s(k) for all k.
Computations were performed for a variety of starting functions for M = 100
and the results of those computations are displayed in Figs. 1-4.
(a) and (b). The starting functions of 1/.Jn and 1/10gn for n < 100 were

chosen for no particular reason. They are too small and too large respec­
tively to satisfy the recursion as is indicated by the nature of the jump dis­
continuities at n = 100.

(c) pen) = 0·26 for n < 100 was chosen because there are 26 elements in
U which are less than 100.
(d) pen) = 0·2187 was found experimentally as the constant function for

which no jump occurs at n = 100. For all three of these starting functions,
the value of p(5000) is remarkably similar.

(e) On the other hand, a starting function which is very small like l/n pro­
duces an oscillating function which appears to be unstable.
(f) This starting function is linear between 0 and 100, has the property

that
100

L p(k)
k=l

is 26 in order to emulate U, and has no discontinuity at n = 100. There is
only one function possessing this property and it was obtained by computa-
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TABLE I

5000
Function p(5000) s(5000) S = 1: p(k)

1=1

a 0·02792 5·2336 249·274
b 0·02783 5·2375 249·159
c 0·02789 5·2349 249·575
d 0·02791 5·2338 249·327
e 0·000000111 18·95423 417·737
f 0·02787 5·2355 249·706

tional methods. As one can see, it eventually differs very little from the other
functions, with the exception of 1In.
Table I lists for each function the values of p( 5(00), s(5(00) and

5000

S = L p(k).
k=1

One would expect the number of elements in U less than 5000 to be near S
and this value is in the neighborhood of 250 for all the sequences except for
(e). Therefore, on the basis of what is admitted to be a highly heuristic argu-

0·2
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ment, we assert that the probable number of elements in Ulam's sequence
which are less than or equal to 5000 is approximately 250.

Before discussing our computational evidence concerning U, we shall
generalize our definition and introduce some additional terminology. If A is
a finite set of distinct positive integers, and k is a positive integer, we will
define the infinite sequence Uk(A) as follows: If n ~ max {i liE A}, n E Uk(A)
if and only if n E A. If n > max {i liE A} n E Uk(A) if and only if n can be
uniquely expressed as the sum of k distinct elements of Uk(A). In view of
this definition, U = U2({I, 2}) = U2({I, 2, 3}). We have computed the
sequences U2({I, 2, 3}), U2({I, 3}), and U2({2, 3}) up to 10,000 in order to
test the heuristic results given above. (For notational conveniences, we will
refer to them as U = U2({I, 2, 3}), U(I, 3) = U2({I, 3}) and U(2, 3) =
U2({2, 3}).) It is difficult to extract a probability function analogous to p(k)
from the computed sequences, so we have instead displayed in Fig. 5 the three
density functions Nk(Ui)/k where Nk(Ui) is the counting function of U,
and U, ranges over the three sequences computed. These functions are com­
pared with the "expected value" function

k

L p(j)
i= 1

for the probability function p(j) described in (f). (All the functions except
(e) would have worked as well.) As one can see from the graphs, all three
sequences have densities which deviate from the expected value as well as
from each other.
Table II begins to show us why this erratic behaviour occurs. For a given

summation sequence U, let n(j) be the number of ways that j can be repre­
sented as a sum of distinct elements in U, in other words, U consists of those

TABLE II

E U(1, 2,3) U(2, 3) U(l, 3)

32·336 57·000 71·048
t(O) 188 198 179
t(l) 72 105 122
t(2) 42 15 25
t(3) 26 11 7
t(4) 30 12 6
t(5) 12 7 7
t(6) 4 10 3
t(7) 7 4 4
t(8) 7 5 2
t(9) 8 4 3
t(10) 6 7 7
l: t(j) 598 622 635

i> 10
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i for which n(j) = 1. For each sequence tabulated in Table II, E is the mean
value of n(i) for i in the interval (9000,10000). i.e.,

10000

E = 0·001 L n(i).
i=9001

We let t(k) be the number of i in that interval for which n(i) = k. We note
that for each summation sequence tabulated, E is rather large. This repre­
sents the expected number of ways that a number in that interval can be
represented as a sum. Assuming that the distribution of the sum is normal,
we would expect t([EJ) to be the largest value of all the t's and yet, t(O) is
by far the largest. This suggests that the sums do not distribute themselves
randomly.

We next turn to a study of the sum distribution function n(j) generated
by U. For j = 1000, the function displays an easily recognizable pattern. The
values of n(j) for j = 99981, 99982, ... , 10000 are the following: 70, 63, 1,
132,1,73,21,5,43,0,31,3,19,22,0,65,4,57,44,0. The numbers appear
to oscilate regularly between large values and small values with a period of
either 2 or 3. The following computation demonstrated this pattern, The
sequence n(j), j = 1001, ... , 10000,was used to generate another sequence T
of relative maximum points. t E T if and only if n(t - 1) < net) and net) ~
net + 1). So the numbers in T identify the "peaks" of the sums n(i). Then let
D be the sequence of successivedifferences of elements of T, i.e. d, = t, - t,-1.
D essentially describes the periods between peaks. As was expected, all the
numbers in D were either 2's or 3's, and the average value was approximately
2·44289. We will from now on refer to this number as p the period of the
distribution. To further demonstrate this phenomenon, consider the set of
integers Ap = {(np + p)} as n ranges over the set of non-negative integers,
p is a real number satisfying ° < p <». and (x) means the "nearest integer
to x". i.e., (x) = [x + tJ. If our hill-valley hypothesis is correct and our
value of p is accurate, one would expect that for some values of p, Ap would
hit all the hills and for others, Ap would hit all the valleys. Table III lists for
fifty values of p the corresponding mean value of {n(i) liE Ap, i ~ 10000}
which is labeled Mp: The valleys appear to occur for p = tp and the hills at
p = 0.
One can now see, at least qualitatively, why the summation sequence is

so dense. Most of the sums are distributed along the peaks of the distribu­
tion function so that a small number of sums are left to be distributed in the
valleys, thus producing more one's in the distribution. It would be interest­
ing to empirically obtain a distribution function, use it to modify the recursion
relationships (1) and (2) and see if the modified recursion produces a prob­
ability function closer to the actual density of U. This would take more
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TABLE III

P Mp P Mp P ». P Mp

·05 35·94 ·7 11·64 1·35 3·27 2·0 28·82
·1 35·06 ·75 10·28 1·4 4·71 2·05 31·79
·15 34·03 ·8 9·30 1·45 6·50 2·1 34·13
·2 33·04 ·85 .8·44 1·5 8'52 2·15 35·86
·25 32·05 ·9 7·51 1·55 10·51 2·2 36·89
·39 31·01 ·95 6·34 1·6 12·37 2·25 37·40
·35 29·68 1·0 5·05 1·65 13·87 2·3 37·52
·4 27·81 1·05 3·75 1·7 15·20 2·35 37·36
·45 25·30 1·1 2·71 1·75 16·46 2·4 37·04
·5 22·31 1·15 1·99 1·8 18·00 2·45 36·55
·55 19·17 1·2 1·68 1·85 20·04 2·5 35·84
·6 16·11 1·25 1·77 1·9 22·66
·65 13·60 1·3 2·28 1·95 25·70

computing than has been possible at this time. The periodic nature of n(j)
also explaines the fact that no consecutive elements of V occur which are
greater than 47. The period of n(j) being 2·44289 makes it impossible for
consecutive numbers to both lie in a valley, so to speak, and elements of V
always come from valleys. This would also lead us to conjecture that suffi­
ciently large elements of V can never differ by six, a conjecture not tested
out as yet. The preponderance of twins separated by one integer remains a
mystery. It simply means that in terms of our sum distribution function that
an unusually large number of consecutive valleys contain a one. The other
two sequences V(l, 3) and V(2, 3) also produced hill-valley sum distribution
functions with different periods, but we did not analyse them.
We can also readily see why this hill-valley phenomenon propagates itself

once it gets started. If most numbers in V are the form (np + tp), then most
sums of two numbers in V will be of the form (mp) thus building the peaks
even higher. One would expect this same phenomenon to occur for all sum­
mation sequences Vk(A) where k is even, although if k gets too large, one
would expect more diffusion to take place. For k odd, it is not clear what
would occur. Muller has studied V 3({1, 2, _3})and has found that the succes­
sive differences of that sequence were eventually periodic. The exact state­
ment of Muller's theorem is as follows:

THEOREM(Muller). Let u; be the nth term of V 3(1, 2, 3). Then for k > 5,

t3k = 25k - 45

t3k+1 = 25k - 43

t3k+ 2 = 25k - 21.
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The question which remains completely open is whether summation sequen­
ces in general tend to behave in this way. Is there an instability inherent in
this type of progress which tends to produce sum distribution functions
having the hill-valley property? The three we studied do and a more extensive
computer study will yield an empirical answer to the question. It would prob­
ably require the application of more sophisticated methods from the theory
of probability to show that the improbable behaviour of Ulam's summation
sequence is indeed probable for a large class of summation sequences.'
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Non-repetitive Sequences

P. A. B. PLEASANTS

University College, Cardiff, Wales

The sequences considered here (which may be finite or infinite in length)
have terms belonging to a finite set of symbols which we may take to be
the integers 1, 2, ... ,n. Such a sequence is said to have a repetition if two
adjacent chunks of it (which may be of any finite length) are equal. For
n = 2 any sequence with more than three terms has a repetition, but for
n = 3 it is a surprising fact that there exist infinite sequences with no
repetitions. This was first proved by de Bruijn in the 1930's and later by
Peltesohn and Sutherland, but neither of these proofs was published. Proofs
have since been published by Morse and Hedlund (1944), Hawkins and
Mientka (1956), Leech (1957), and Pleasants (1970).
Erdos (1961) has raised the question what happens when the meaning

of 'repetition' is extended to include pairs of adjacent chunks of a
sequence which are merely permutations of each other (that is, which are
such that each symbol occurs in one chunk as many times as it occurs in
the other). We call a sequence non-repetitive if it has no repetitions in this
extended sense. The following are non-repetitive sequences for n = 1, 2 and
3 that are as long as possible:

n = 1,1;
n = 2, 121;
n = 3, 1213121.

At first sight this pattern suggests that the maximum length of a non­
repetitive sequence on n symbols is 2n - 1, but for n = 4 there are non­
repetitive sequences longer than this and, in fact, a non-repetitive sequence
on four symbols with over 1,600 terms has been found by M. R. Bird using
the Chilton Atlas computer. The computer constructed this sequence a term
at a time, trying each symbol in turn and going back to alter preceding
terms whenever there was no continuation. The fact that no more than
the last 25 terms had to be altered at any stage in the construction shows
that such sequences can really be found very easily and makes it almost

259



260 P. A. B. PLEASANTS

certain that there is an infinite non-repetitive sequence for n = 4. So far,
however, no such infinite sequence has been found. For n = 5 infinite non­
repetitive sequences do exist, and I shall sketch the construction of such a
sequence and indicate how the method might be used to give an infinite
non-repetitive sequence for n = 4 with the help of a computer. (The details
of the construction are given by Pleasants (1970).)
The basis of the construction is finding five blocks of terms, B l' ... , B 5,

with the property that when they are substituted for the five symbols in
any non-repetitive sequence the resulting sequence is still non-repetitive.
Suitable blocks are given by taking B, = 213151314151412 and obtaining
the other blocks successively by adding 1(mod 5) to each term of the
previous block; so that B2 = 324212 ... , B3 = 435323 ... ,etc. For i = 1, ... ,5,
Bi contains seven i's and two of each other symbol. Let S = ij ... be any
sequence on five symbols, and let S' = BiBj ••• be the sequence got by
replacing each symbol in S by its corresponding block. We have to show that
if two adjacent chunks, C1 and C2, of S' are permutations of each other
then S itself has a repetition. The following diagram illustrates the
situation. (By omitting, if necessary, terms at the beginning and end of S,
we may suppose that each block in S' intersects C1 or C2.).

The first step is to cancel blocks contained in C1with equal blocks contained
in C2 as far as possible. When this has been done the remaining parts of C1

and C2 will still be permutations of each other, and it can be shown that the
preponderance of one symbol in each block is large enough to ensure that to
each remaining block contained in C1 there corresponds an equal block over­
lapping C2, and vice versa. Since there are at most two blocks that overlap
C2 but are not contained in it at most two of the blocks contained in C1

remain, and similarly at most two of the blocks contained in C2 remain. The
proof now reduces to a bounded amount of checking, as it is enough to show
that to any repetition in a sequence made up of seven+ or fewer complete
blocks there corresponds a repetition in the parent sequence. If this can be
done then, when the cancelled blocks are replaced, the repetition in S' will
correspond to a repetition in S. The checking is not difficult to do by hand and
has the desired result. (The fact that the blocks can be transformed into one

t This number is obtained by crudely estimating a maximum of two complete blocks in
each of eland C2, one block overlapping both eland C2, one overlapping the
beginningof C10 and one overlapping the end of C2. Bya more detailedargument the num­
ber can be reduced to four.
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another by permuting the symbols considerably reduces the amount of
checking that is necessary, and so does the partial symmetry of the blocks.)
An infinite non-repetitive sequence on five symbols can now be built up

by starting with a sequence of only one term (which is trivially non-repetitive)
and repeatedly applying the process of replacing the symbols by blocks. In

, this way we get a chain of non-repetitive sequences in which each sequence is
an extension (in both directions) of the previous one, and in the limit this
gives a sequence that extends to infinity in both directions. This infinite se­
quence is non-repetitive, since any repetition it had would be contained in all
sequences of the chain from some point on. Each sequence of the chain can
be embedded in the next sequence in several different ways, and different
choices of the set of embeddings give rise to different limiting sequences.
Consequently the set of non-repetitive sequences on five symbols that can be
constructed in this way has the cardinal of the continuum.
It may be possible to use the method just described to construct an infinite

non-repetitive sequence on four symbols. A computer could be used to find a
non-repetitive block with equal numbers of 2's, 3's and 4's but with an excess
of 1's, and three other blocks could be obtained from this block, as before,
by applying to the symbols the permutations in a subgroup of the permuta­
tion group S4. A cancellation argument of the kind used above would then
reduce the proof to a bounded amount of checking which could also be done
by computer. To keep the amount of checking down to a reasonable level
an excess of five or six 1's would be needed in the initial block and conse­
quently the block would probably have to contain thirty or more terms
(judging from the amount of discrepancy between the symbols in non­
repetitive sequences that have been computed). Finding blocks, even of this
length, by hand is very tedious.
The main difficulty in this programme will be finding a suitable block. Apart

from the condition on the numbers of symbols it contains the block has to
satisfy other essential conditions-it has to begin and end with the same
symbol, its first three terms have to be different, and its last three terms have
to be equal to its first three terms in some order. One could form such a block
a term at a time, adding a 1 whenever possible and trying to keep level the
numbers of occurrences of the other symbols. One would then hope that a
block satisfying all the conditions occurred at some stage and apply the check­
ing process to it when it did. If this failed different blocks might be found by
specifying the first few terms in different ways. Each block satisfying the con­
ditions that was found would give four chances of success, as the other blocks
could be chosen in three different ways corresponding to the four sub­
groups of S4 of order four. If the method succeeds the computer will have
played an essential part in proving an interesting result that is not in itself
finitely computable.
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Added in proof: Professor G. A. Hedlund has pointed out to me that the
result described in the first paragraph of this chapter had already been
published by Thue, A. (1906). tiber unendliche Zeichereihen. Viderskass
elskabets Skrifter, I. Mat.-nat. Kl., Christiania.
Thue, A. (1912). Uber die gegenseitige Lage gleicher Teile gewisser
Zeichenreihen. Viders kasselskabets Skrifter, I. Mat.-nat. Kl., Christiania.
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On Sorting by Comparisons
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1. Introduction

A problem which frequently occurs in the study of sorting algorithms can
be phrased as follows. Suppose we are given a partition of the set
{I, 2, ... ,m + n} into two disjoint sets A = {al < ...< am} and B = {bi < ...
< bn}. We wish to determine the set A (and hence, B) by asking the minimum
number of questions of the type: "Is a, > bj or is a, < bj?" The answer to
each question is known before the next question is asked. For each strategy S
of asking questions, there is some choice of A and some set of answers which
will require a maximum number of questions to determine A; we let M(S)
denote this maximum number of questions. Let hem, n) denote min M(S)

s
where S ranges over all possible strategies which eventually determine A.
It is well-known (and easily shown) that h(l, n) = 1 + [log2n]. In this

paper we describe h(2, n) as well as a related more general function. It will be
seen, in particular, that the least value of n for which h(2, n) = t ~ 2 is exactly
[1/ . 2(t-2)/2J if t is even and [177. 2(t-3)/2J if t is odd. The proofs of the
assertions are rather lengthy and will not appear here.

2. A Generalization

For the case m = 2, write A = {a < P}, B = {bi < ...< bn}. Suppose
that in addition to knowing the complete ordering within A and B we also
have partial information concerning the ordering between A and B. Specific­
ally, assume that for some i and j, 1 ~ i, j ~ n + I, we know a < b, and
f1 > b; + 1- j' where we use the convention that a < b; + 1 indicates that we
know nothing about the relative order of a and any element of B (with P > bo
defined similarly). Let fn(i, j) denote min M(S) where S ranges over all

s
strategies which eventually determine A. The main result of this paper is the
determination of j,,(i,j). Note that j,,(n + 1, n + I) is by definition equal to
h(2, n).

263
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3. A Recursion for f,,(i,j)

We first note that In (1, 1) = 0 for n ~ 1. Define 10(1,1) = O. Consider the
situation which defines /,,(i,j). That is, we know

(1. < /3, bl < ... < bn, (1. < bi' /3 > bn+ 1-i:

Let S* denote an optimal strategy for this situation, i.e., M(S*) = In(i,j).
There are two possibilities for the first question of SX.

(i) Suppose for some k the first question is "Is (1. ~ bk ?". We can assume
without loss of generality that 1 ~ k < i since no information can be gained
if k ~ i. If the answer is "(1. < bk" then we are faced with the knowledge

(1. < /3, b1 < ...< bn, (1. < bk, /3 > bn+ 1-i:

By definition this situation requires !,.(k,j) additional questions in order to
determine A. On the other hand, if the answer is "(1. > bk", then we know

(1. < /3, b1 < ...< bn, (1. > bk, /3 > bn+ 1-i:

Note that now we can deduce /3 > (1. > bk so that the elements bl, b2, ••• , bk
must just be the integers 1,2, ... , k. Hence, we are faced with the reduced
situation

. (1. < /3, bk+1 < ...< bn, (1. < b.; /3 > bn+1-j•

Again, by' definition, this requires /":"'k(i - k,j) additional questions' to
determine A, where we make the convention that Im(x, Y) =Im(m + 1, y) if
x ~ m + 1 with a similar convention holding if y ~ m + 1.
Thus, we can write

/"(i,j) ~ 1 + max (!,.(k,j), /"-k(i - k,j)).

(ii) Suppose for some k the first question of S* is "Is /3~ bn+ I-kT",
We can assume 1 ~ k < j. Arguing as before we can conclude

.f~(i,j) ~ 1 + max (/n(i, k), !,.-k(i,j - k)).

Since in both (i) and (ii) the choice of k was arbitrary and since the first
question of S* must be either of type (i) or of type (ii) then we have the
following recurrence:

In(i,j) = 1 + min ( min max (In(k,j), In-k(i - k, j)),
1::;k<i

min max (In(i, k), III-k(i,j - k))) (1)
l::;k<j

for n ~ 1, 1 ~ i, j ~n + 1, (i,j) =1= (1, 1), where In(1, 1) = 0, for n ~ O.
It is this rather formidable looking recurrence which we shall solve.
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4. The Structure ofJ~(i,j)

We first make some preliminary remarks. It is easily checked that
In(i,}) =In(j, i). Further, if the value of rxis determined by questions which
never contain /3,then since rx< hi' we know that h(l, i-I) =1+ [log2(i -1)]
.questions are required (where we take log2(O) == -1). Thus;by determining
o: and /3 independently we see that

In(i,}) ~ 2 + [log2(i - 1)] + [lOg2(j - 1)] == R(i,}). (2)

[ (
i +) - n - 1)]On the other hand, there are exactly ij - 2 choices of A

which satisfy the required conditions (where the binomial coefficient (~)

is taken to be 0 for x < 2). A standard argument of information theory shows

[ ( 1+) - n - 1)]/"(i,}) ~ log; ij - 2 . (3)

A straightforward calculation yields

[ (
1 +}-n-l)l. R (i, j) -:-.lOg2_ij ~._... .. ....2 _.... _._._{:"S__?_ .. (4)

from which it follows, since In(i,}) is an integer,

In(i,}) = R(i,}), R(i,}) - 1 or R(i,}) - 2. (5)

We shall call these values regular, special and extraspecial and denote them
by R, S and X, respectively.t
As examples, we list the values of /"(i,}), 0 ~ n ~ 7, in the form of square

arrays in Table I. For a fixed value or n, the variables i,} each range over
1 ~ i, } ~ n + 1 == N. The values of In(l, 1) and /,,(1, n + 1) are the upper
left-hand and upper right-hand entries respectively. Thus 13(3,3) = 4,
16(3, 5) = 5, etc.

Notice that all the entries in the tables for N = 1, 2, 4 and 8 are regular.
This is not accidental.
Let us define certain subregions of the Nth array (the array which gives the

values of IN-l (i,})). Write N = 2k + t, 0 < t ~ r.
For 0 ~ r ~ k - 1, define the rth region of the array to be the set of

coordinate values (i,)) for which 2" < i ~ 2"+ 1, 2k <t ~ N. For r = k, the
kth (or critical) region is defined by 2k < i, j ~N.

t Thus, the knowledgethat (X <P can result in a savings of at most two questions.
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TABLE I

0 1 2 20 1 2 1 2 3 30 1 1 2 3 4 40 1 2 2 32 3 3 2 3 4 4
N=l N=2 N=3 N=4

0 1 2 2 3 30 1 2 2 3 1 2 3 3 4 41 2 3 3 4 2 3 4 4 5 52 3 4 4 4 2 3 4 4 5 52 3 4 4 4 3 4 5 5 5 53 4 4 4 5 3 4 5 5 5 5
N=5 N=6

0 1 2 2 3 3 3 30 1 2 2 3 3 3 1 2 3 3 4 4 4 41 2 3 3 4 4 4 2 3 4 4 5 5 5 52 3 4 4 5 5 5 2 3 4 4 5 5 5 52 3 4 4 5 5 5 3 4 5 5 6 6 6 63 4 5 5 5 5 5 3 4 5 5 6 6 6 63 4 5 5 5 5 5 3 4 5 5 6 6 6 63 4 5 5 5 5 6 3 4 5 5 6 6 6 6
N=7 N=8

;

I 2* 2*+t=N
I

j

-" region

FIGURE 1

critical region
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We next state a sequence of facts, whose proofs, as we have mentioned, will
not be given here.

1. All entries/n(i,j), 1 ~ i.] ~ r, are regular, i.e.,fn(i,j) = R(i,j).
2. All entries fn{l,j) = /n(i, 1), 1 ~ i, j ~ N, are regular, i.e., /n(l,j) =

,I + [lOg2(j - 1)].
3. The only extraspecial values occur in the critical region.
4. In general, the structure of the values of/n(i,j) in the rth region (and its

symmetrical counterpart /n(j, i» is as follows, for 0 ~ r < k:

Fro. 2

There is a "strip" of special values of some uniform width u (possibly 0)
which borders a rectangle of regularvalues as shown in Fig. 2. More precisely,
for some u ~ 0, the values fn(i,j), 2" + u < i ~ 2"+1, 2k + u < j ~ N, are
regular. The remaining values in the rth region are special. For r = k, the
same behaviour occurs in the critical region, both for a rectangle+ of regular
values bordered by a strip of special values, as well as a rectangle+ of special
values bordered by a strip of extraspecial values. The structure of the values
in the critical region directly determines the structure of the values at these
coordinates for larger values of N.
5. Define F(N) by

(

X if all values in critical region are extraspecial,
F(N) _ S if all values in critical region are special,

- u if there is a strip of S(X) values of width u which borders a
rectangle of R(S) values.

t Which is in this region, in fact, a square.
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We give a recursive definition for F from which the values of f,,(i,j) can be
immediately deduced. As usual, [xJ denotes the greatest integer ~x. Let
F(l) = 0, F(2) = 0, F(3) = S, F(4) = O. For N = n + 1 = 2k + t,
o < t ~ 2k, k ~ 2,

1;(1)
for o < t ~ [t· 2k - 1J,
for [f .2k - 1J < t ~ 2k - 2,

for 2_k- 2 < t ~ [f·2kJ, (6)
F(N) -

- r(l - 2'-') + 2'-1 for [f .2kJ < t ~ 3 . 2k - 2,
2k-1 for 3 . 2k-2 < t ~ [t·2kJ,
F(t) for [t·2kJ < t ~ r.

Of course, the values of F(N) for [f·2k-1J < t ~ 2k-2 correspond to the
width of a strip of X values bordering a rectangle of S values. It is granted that
this particular expression for F(N) might not be the first thing that one would
guess. It is true, however, that with sufficient patience one can indeed
inductively establish (6) (and (7».
Of course, in order to establish (6) one also must know F(')(N), the width

of the strip of S values which borders the rectangle of R values in the rth region,
1 ~ r < k. These are recursively given by

S for o < t ~ [f· 2'J,
F (t - 2' - 2) + 2' - 1 for [f .2'J < t ~ 3 . 2' - 2,

F(r)(N) = 2,-1 for 3·2,-2 < t ~ [t·2'J, (7)

F(t) for [t.2'J < t ~ 2',
0 for 2' < t ~ 2k.

6. It follows from (6) thatfn(n + 1, n + 1) increases by 1 as N goes from
2k + [f·2k-1J to 2k + [t·2k-1J + 1 and as N goes from 2k + [f·2kJ to
2k + [f·2kJ + 1. Hence, the least value of n for which h(2, n) =fn(n + 1,
n + 1) = t is exactly [V .2(t - 2)/2J if t is even and [V .2(t - 3)/2J if t is odd.
Asymptotically, as n increases from 2k to 2k+ 1, the first 3/14 of the values of
h(2, n) are extraspecial, the next 1/2 are special and the final 2/7 are regular.

5. Concluding Remarks

The behaviour of h(2, n) has recently been determined independently by
Hwang and Lin (to appear). They did this without determining the general
values of f,,(i,j), by a combination of various bounds on h(2, n) together
with an ingenious explicit optimal strategy.
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The determination of h(3, n) would appear to be possible (but somewhat
more difficult) using the techniques of this paper. The exact value of h(m, n)
for general m, however, would seem to require new ideas.
The author wishes to express his thanks to J. Evnine, F. K. Hwang, and

s. Lin for stimulating discussions on this subject.

Reference
F. K. Hwang and S. Lin. An optimal algorithm for merging a linearly ordered set

with an ordered set with two elements. Acta Informatica. To be published.



Spectra of Determinant Values in (0, 1) Matrices

N. METROPOLlS*

University of California
Los Alamos Scientific Laboratory
Los Alamos, New Mexico, U.S.A.

1. Introduction

As part of a broad program in computer development, a small nucleus at
the Laboratory is concerned with problems in number theory and combina­
torial analysis. The interest extends to a high level programming language that
is convenient for such studies; moreover, attention is also given to questions
of logical design of a computer so that the characteristic computational
features of such studies may be implemented in an efficient manner. Clearly,
there is a definite correlation between the efficiencyof execution and the level
of ambition of a computer problem; this seems of particular relevance to
applications in number theory and combinatorics.
Two separate studies are described; each has utilized the MADCAP pro­

gramming language, due to Wells (1970); the calculations were performed on
MANIAC II, the computer designed and built at the Laboratory. P. R. Stein
and M. B. Wells participated in the first part and W. A. Beyer, C. J. Everett,
and J. R. Neergaard in the second.

2. Spectra of Determinant Values

A natural consequence of earlier work on a class of (0, 1) matrices with
vanishing determinants (Metropolis and Stein, 1967) and on permanents of
cyclic (0,1) matrices (Metropolis, Stein and Stein, 1969)was an interest in the
complete spectra of determinant magnitudes of n x n (0, 1) matrices with
distinct ordered rows. The number of such matrices is, of course, given by the

binomial coefficient (~). For n = 6, direct enumeration is not practical;

* This work was done under the auspices of the U.S. Atomic 'Energy Commission.
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however, using branch merging techniques, it has been possible to find the
spectra up to n = 7, with n = 8 being feasible on the most advanced computer.
The enumeration may be described in terms of a search tree that systema­

tically accounts for all possibilities; the aim is to combine at each level all
"equivalent" branches of the tree. The idea of branch merging here is to
seek, for each k, a set of k x n inequivalent matrices, with 1~ k ~ n. Two
matrices are equivalent if they can be made equal by (i) row and/or column

TABLE I

Spectrumof determinantmagnitudes for (0, 1) matrices
n=6 n=7

M N M N

o
1
2
3
4
5
6
7
8
9

34 923 518
25 666 809
10 746 288
2 135 343
1 163 064

176 701
129 360
17 885
13 930
1 470

o
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32

40 885 781 314
26 883 246 720
16 511 989 560
4 650 079 360
3 511 706 880

744 944 448
833 612 648
161 359 296
208 846 176
57 084 608
42 833 560
9 880 640

17 749 760
2 437 120
2 432 640

806 400
759 360
80 640

135 240
o

26 880
o
o
o

1 920
o
o
o
o
o
o
o

30

M is the determinant magnitude; N is the number of n x n of matrices (with dis­
tinct rows) having that magnitude.
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interchanges, or (ii) as Williamson (1946) has shown, adding modulo 2 the
elements of row i to the corresponding members of row j i= i. It is advantage­
ous to select as representative that matrix with the least number of 1's from
certain equivalent matrices treated under Williamson's transformation. A
generalized row- and column-sum has also been used as a preliminary check.
Finally, it is efficient to restrict k to kmax < n and consider all remaining pos­
sibilities, i.e., eliminating further tests for equivalent types. Empirically, it
was found that kmax = n -1 optimized computing time for small n. For
n = 6, the time was approximately fifteen minutes; n = 7 required fifteen
hours of early morning (stand-by) time.
For n < 7, all magnitudes of determinant values from zero to the cor­

responding maxima occur; however, as shown in Table I, gaps exist in the
case n = 7. It is perhaps interesting to note that there is considerable structure
(lack of monotonicity) in the distribution even where no gaps exist. An
explanation of the gaps remains an open question; it appears complicated
but not profound.

3. Square Roots of Integers in Various Bases

D. H. Lehmer has frequently remarked that the requirements of a number
theorist with respect to computer arithmetic differ considerably from those
of other users. The former is usually concerned with integer manipulation
free from round-off considerations and other approximations. On the other
hand, his interest is often in very large integers requiring multi-word arith­
metic operations. An interest in the structure of arithmetic processors for
dealing efficiently with such operations was in part a motivation of the
present study.

Secondly, most statistical studies of the distribution of digits in the square
root expansion of small integers have been confined to base 2 (or some
integral power of 2) and base 10. Schmidt (1960) has proved that there exist
numbers that may be normal in one base but not in another. Table II gives a
summary of the radicals studied in various bases.
A variety of statistical tests have been applied.
(1) For expansions in base 2, the distribution of runs or "clusters" of 1's

was examined, i.e., of sequences of l's preceded and terminated by o. Von
Mises (1964) has shown that the probably of obtaining r runs, each of length
m, in a sequence of n symmetric Bernoulli trials is given by a Poisson distri­
bution. An examination of all binary expansions (cf. Table II) showed good
agreement with that expected from a random sequence (Beyer et al., 1969).

(2) The binary sequences were also studied to determine the intervals over
which one digit would dominate the other; this is sometimes referred to as
the "lead" test. The most extreme case found was in the case of the expansion
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of .J14: beginning with the digit in position 144, digit 1 leads all the way to
88062, having an excess there of 582. Feller (1968) has derived an arc sine
law for the corresponding probability that is as large as 0·025. The next
smallest probability was that for .J3: digit 1 leads all the way after position
658; probability is 0·055. These illustrations show that the probability of such
long leads is greater than one might expect intuitively.

TABLE II

Number of digits of .In in base b investigated

n b
number of

digits

2,3, 5, 6, 7
10, 11, 13,
14, 15
2,3,5
2,3,5
2,3,5
2,3,5
2,3,5

2
3
5
6
7
10

",88,000
",55,000
",37,000
",33,000
'" 31,()()()
'" 25,()()()

For the generalized serial test, the table has been extended to include expansions
in b = 11, 13, 14, 15 for all 17.

(3) X2 test for frequencies. The X2 values of the cumulative frequency dis­
tributions have been examined for all cases in Table II. In addition, it was
trivial to include bases 4, 8, 16. A rather small probability level of ",0·008
for (~/10)16 is noted in the region of position 20,000. For (.J5)1Oa level near
0·999 is maintained for the interval between 16500 and 17000. Other cases
were undistinguished.

(4) Generalized serial test. Good and Gover (1967) have applied this test
for randomness to the first 10,000 binary digits of .J2. In the present study,
it has been extended to all n values shown in Table II; moreover, these integers
serve both as radicands and as bases.
Let a sequence of N digits in base b be given and let the sequence be cir­

cularized, i.e., the last digit is considered as being followed by the first. Let
nJ be the number of occurrences of the v-plet I = (iI' i2, ... ill)' Define

The quantity of interest is the second difference ~ 2 1/1112= 1/1112- 21/111- 12 +
1/111-/; it has the property of being asymptotically of ern-square form, with
b' - 2b"-1 + b"-2 degrees of freedom.
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For b = 2, v = 1, 2, ... , 10has been used; for larger b, the set of v gradually
decreases to only v = 1, 2. The sequences consisted of blocks of either 5,000
or 10,000, in addition to the full sets. Of the many sequences tested, eleven
have levels between 0·0002 and 0·006, the smallest being the block between
10,001-20,000 in (J3h.

4. Side Remarks

(a) As a consequence of the present study, the peripheral question arose
of generalizing Newton's method for the rth root of integer N. It turns out
that there is a class of functions gK(W), K ~ 2, for which the recursive se­
quences Wn+1 = gK(Wn) converge to N1/r with relative error en+1 ~ C(K) e/
(Everett and Metropolis, 1969). Newton's method results when K = 2. For
r = 2: if w, = X1/Yl' where Xl,Yl is the first positive solution ofPell's equa­
tion X2 - Ny2 = 1, then Wn+1 = xn+dYn+l is the Knpth or 2Knpth conver­
gent of the continued fraction for JN, its period p being even or odd.

(b) The implications on the logical structure of arithmetic processors has
been another peripheral consequence of our present study. Too often, the
designer is unaware of the needs of the users, or else has a restricted point of
view. It has been possible to develop a unified concept in which one recog­
nizes two basic types of computer numbers-(i) fully representable, and (ii)
imprecise quantities with error specification. The general form for the two
types is very similar, the distinction being achieved with a tag bit. It would
not be appropriate to discuss here the basic arithmetic manipulations; suffice
it to say that in general the output of two input operands is fully represent­
able provided both inputs are of that type, otherwise it is of the second type.
The detection and implementation would be fully automatic and would not
imply additional programming chores. The simplification for programming
languages and compilers could be of some importance. The number theorist
who uses computers has often called attention to some of their peculiarities
and awkwardness.
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On the Nonexistence of Certain Perfect Codes

J. H. VANLINT

Technological University, Eindhoven, Netherlands

1. Introduction

Let R" be the vector space of dimension n over the field GF(q). In coding
theory the field is called the alphabet and the vectors of R" are called words.
The Hamming distance of two words is defined to be the number of places in
which the words differ; Hamming weight of a word is the number of non-zero
elements. With this distance function R" is a metric space. If x E R" and e is a
nonnegative integer the sphere B(x, e) is the set {y E R": d(x, y) ~ e}, where d
is the distance. A subset V of R" is an e-error-correcting code if for each pair
of different codewords x E V, YE V the spheres B(x, e) and B(y, e) are
disjoint. An e-error-correcting code V is called perfect if R" = Uxev B(x, e).
Hamming (1950) and Golay (1949) discovered essentially all the perfect codes
that are known today, although very many mathematicians have worked very
hard to find more. About a year ago my name was added to the long list of
persons who have rediscovered one of the two known non-trivial perfect
codes with e > 1. Recovering from the disappointment I decided to prove the
non-existence of a number of perfect codes and indeed succeeded to do so for
q = 2 and a number of small odd values of e. Of course these results turned
out to be known icf. e.g. Shapiro and Slotnick (1959), Leont'ev (1965)). The
next stages of the research used the computer and produced a number of
results which I have not seen elsewhere. The next sections will be on these
computational results. It would be very useful to find out exactly what is
known on the nonexistence of perfect codes and to have the results together
in one place. (See Berlekamp, 1968.)

2. A simple computer-search

If V is a perfect e-error-correcting code with word-length n over the field
GF(q) where q = pa. then the volume of a sphere B(x, e) must divide the total
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number of elements of R". The number of elements of R" is s'. Hence:

t (~)(q - l)i = pp.
i=O 1

(2.1)

Since

t (~)(q - 1Y = qn
i=O 1

we find by subtraction

qn _ pp == 0 (modq - 1),

which implies pP = qk. Therefore a necessary condition for the existence of a
perfect e-error-correcting code over GF(q) with word-length n is

(2.2)

In the special case q = 2, (2.2) takes the form

t (~)= r.
i=O 1

(2.3)

A number of solutions of (2.3) is obvious, e.g., e = k = n (code consists of
one word); n = 2e + 1 (code consisting of the all-zero and all-one words);
n = 2k - 1 and e = 1 (corresponding to the Hamming codes, cf. Peterson
(1961), Golay (1949)). Two more solutions of (2.3) are known, namely
n = 23, e = 3 (corresponding to the Golay (23,12) code) and n = 90, e = 2
(there is no perfect code with these parameters). For q > 2 the equation (2.2)
has one known non-trivial solution n = 11,e = 2, q = 3 (corresponding to the
Golay (11,6) code). Using known theorems on diophantine equations
E. L. Cohen (1964) showed that for e = 2 the equation (2.2) has no other
solutions for q ~ 6 and using a computer he showed that for e = 2, 3 ~ q
(odd) ~ 125and 3 ~ k ~ 40000 there are no new solutions to (2.2). E. L. Alter
(1968) proved that there is no perfect code with q = 7, e = 2.
If e is odd the polynomial in n on the left-hand side of (2.3) is divisible by

(n + 1). Hence by elementary methods all solutions, for fixed e, can be found
(Shapiro and Slotnick (1959)). As far as I know this has been done for
e < 20. By computer search M. H. McAndrew (1965) showed that there are
no new perfect binary codes with e ~ 20 and n ~ 270.

As a result of our research I can announce:

Computer result: For e ~ 103, q ~ 102, n ~ 103 there are no new solutions to
the equation (2.2). (Only prime powers q are considered.)
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The program was written by B. van Bree, J. Jansen and H. Willemsen who
first wrote new multi-length arithmetic subroutines to keep computing time
within reasonable bounds. In the program

pol (n, e): = e! ito (~ ) (q - lY

was generated recursively. The polynomial pol (n, e) - e! qk has one zero
n > e. This zero was determined using the Newton-Raphson method.
Afterwards a neighborhood of this zero was checked to see if an integer
solution of (2.2) was present. Computing time was 7800 sec. on the EL-X8
at the Technological University Eindhoven.

3. The case q = 2, e = 4

A more interesting application of computer methods will now be treated.
The condition (2.2) was found by considering volumes only. By considering
possible weight distributions of code vectors in a perfect code S. P. Lloyd
(1957) found the following theorem:

THEOREM(Lloyd): If there exists a perfect e-error-correcting code with word­
length n + lover GF(2) then

e (n - X) ( X )¢e(n, x): = L (-IY. .
i==O 1 e - 1

has e distinct integer zeros <n. Here

( X) = x(x - 1) ... (x - i + 1) .
. "l 1.

Recently Baker and Davenport (1969) continued an investigation of the
author, (van Lint, 1968) on a set of diophantine equations and completely
solved the problem. It is possible to use their method to attack the case
q = 2, e = 4 as will be shown below.

The polynomial ¢4(n, x) in Lloyd's theorem can be factored. We find

,h ( ) 2 ( 2 n2 - 3n + 4 + v'6n2 - 18n + 16)
'+'4 n,x ="3 x - nx + 4 .

(
2 n2 - 3n + 4 - v'6n2 - 18n + 16). x - nx + ------4------ .

(3.1)
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Hence a necessary condition for the existence of a binary perfect 4-error­
correcting code is that

n ± (3n - 4 ± .J6n2 - 18n + 16)t

is an even integer for all four possible choices of the sign ±. This leads to the
following set of diophantine equations:

6n2 - 18n + 16 = x2,

3n - 4 - x = y2,

3n - 4 + x = Z2.

(3.2)

Combination of these yields, with yz = 3t,

(n - 1)2 - 1 = 3t2,
3(2n - 3)2 + 5 = 2x2•

(3.3)
(3.4)

The solution of (3.3) is

m = 0, I, .... (3.5)

The equation (3.4) has two sequences of solutions:

2n - 3 = (t + t.J6)(5 + 2.J6)k + (t - t.J6)(5 - 2.J6)\ (3.6)

2n - 3 = (1- + t.J6)(5 + 2.J6)k + (1- - t.J6)(5 - 2.J6l. (3.6a)

The method of Baker and Davenport enables us to find all pairs m, k such that
the values of n given by (3.5) and (3.6) or (3.6a) respectively, are equal. There
are 3 intervals which need separate treatment, two of them computational.
First, large n are excluded by Baker's (1969) effective form of a theorem of

Gelfand.

THEOREM(A. Baker): Suppose that I ~ 2 and that (Xh •.• , (X, are non-zero
algebraic numbers, whose degrees do not exceed d and whose heights do not
exceed A, where d ~ 4 and A ~ 4. If the rational integers bh ..., b, satisfy

where 0 < {J ~ 1 and
H = max (lbil, ... , IbiD,

then
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If n satisfies (3.5) and (3.6) then

1m log (2 + y'3) - k log (5 + 2y'6) - log (!+ ty'6) I < (3.73)-m. (3.7)

For (3.5) and (3.6a) the last logarithm is to be replaced by log (t + j-y'6).
, We can apply the theorem of Baker with (Xl = 2 + y'3, (X2 = 5 + 2y'6 and
(X3 = !+ ty'6 or t + j-y'6, taking b = 1, d = 4, A = 36. The result is that
k < m < 10470•
A lower bound for n is found by a sieve-method used in van Lint (1968).

(As far as practical use of perfect codes is concerned this lower bound is high
enough.) The sequences of values for n given by (3.5) and (3.6) or (3.6a) are
considered mod p for consecutive primes p.' These sequences are periodic,
with period P(p), and the assumption that the sequences have an element in
common leads to congruence conditions modulo P(p) on the indices m and k.
Combination of these conditions (Chinese remainder theorem) then gives
congruence conditions, modulo a very large number, on m and k. This was
done on the EL-X8 for p ~ 43. In 30 sec. computing time it was found that the
sequences (3.5) and (3.6) or (3.6a) do not give the same values for n with
n < 10400000except n = 2, n = 3 and n = 8.

For the remaining interval Baker and Davenport give the following lemma:

LEMMA(Baker and Davenport): Let K > 6, M, p, q be positive integers
satisfying

where 0 and P are irrationals and [z] denotes the distance of a real number z
from the nearest integer. Then the inequality

ImO - k + PI < c?"

has no solution in the range

logK2M M
I < m < .ogc

From (3.7) we find

I
log (2 + y'3) log (t + ty'6) I -m

m log (5 + 2y'6) - k - log (5 + 2y'6) < 2(2 + y'3) (3.8)

and a corresponding inequality with t + j-y'6 instead of t + ty'6.
To exclude the remaining possible values of k we make suitable choices for
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K and M and find values of p and q satisfying the conditions of the lemma by
computing

()= log (2 + vl3)
log (5 + 2v16)

to 1000 decimal places and then taking for p/q a suitable convergent to the
continued fraction of this approximation. We omit the details since the
method is fully described in the Baker and Davenport (1969) paper. This part
of the computation was done at the Atlas Computer Laboratory by
Mr. W. F. Lunnon. For this assistance the author expresses his gratitude.
Concerning the program Mr. Lunnon gave the following details. The
logarithms are done by Thiele's expansion to 1175decimal places (100-length)
and checked by reversing the expressions. The continued fraction is done by
straightforward iteration stopping when q exceeds a given bound. The
computation used the ABC multilength system on ATLAS I at Chilton and
took two hours.
Combining the results of all these computations we have

THEOREM: There are 110 non-trivial binary perfect 4-error-correcting codes.
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A Class of Theorems in Additive Number Theory which Lend
Themselves to Computer Proof

STEFAN A. BURR

Bell Telephone Laboratories Incorporated, Whippany, New Jersey, U.S.A.

1. Introduction

Let T be an arbitrary sequence of integers. Define peT) to be the set of al1
integers which are representable as a sum of distinct terms of T. ("Distinct"
means having distinct indices; if a value occurs twice in T, it may be used
twice in a representation.) We say T is complete if peT) contains all
sufficiently large integers. An obvious example of a complete sequence is the
powers of two (starting with 2°), which generates all integers. We can modify
this example to give one where the completeness starts only at a large value:

1001,2,4,8, 16, ... , 2n, ••• ;

c1early 999 is not representable, but every number from 1000 on is.

2. A Completeness Algorithm

An interesting feature of the study of completeness of sequences is that it is
possible to use a computer to prove sequences complete. Probably the most
convenient method for doing this in general is an unpublished one given by
R. L. Graham, embodied in the following result. Let T = {t1, t2, ••• } be a
sequence for which a k and an a exist such that 1 ~ r:t.< 2 and

Suppose that an X and Y exist such that

tk ~ X ~ (1 - ~) Y,
and such that for every X ~ x ~ Y, X E peT). Then peT) contains every
x ;?: X.

283



284 STEFANA. BURR

The proof of this is very simple. Clearly, for any y ~ tk, integral or not,
there exists an n such that

thus

In particular there is an n such that

t Y + 1 ~ t« < Ct(t Y + 1).

Consider the number Y + 1 - tn = t. We wish to show that X ~ t ~ Y.
Clearly t ~ Y,and

Y + 1 - tn > Y + 1 - Ct(t Y + 1) = (1 - ~) Y + 1 - Ct

~X+I-Ct>X-1.

But both ends of the inequality are integers, so

t = Y + 1 - tn ~ X.

Since t is in the interval [X, Y] we have the representation

but none of these t, can equal tn' since

t = Y + 1 - tn ~ Y + 1 - (tY + 1) = t Y < tn·

Hence we have

and Y + 1 E P(T). Continuing the argument by induction, we have the
desired result.
To use a computer to prove a sequence complete by this method, we first

estimate Ctby hand (this is usually trivial), and then generate a segment of
P(T) on the computer and check for the existence of a suitable interval
[X, Y]. If successful this also yields the last number not in P(T); this we call
the threshold of completeness. We do not discuss computer implementations
of these algorithms here; suffice it to say that it is often possible to generate
P(T) into the millions (and to check for suitable [X, Y]) in less than a
minute.
The completeness theorems proved in this manner are of interest in them­

selves (especially since they may lead to conjectures of more general results),
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but there is considerable theoretical interest in the method, independent of the
results obtained. The form of proof is to check a possibly very large number of
cases to get a suitable initial condition: [X, YJ c Pt'T), followed by a simple
induction. In other words, the overall proof is an induction in which the
induction step is easy, but in which the initial condition is hard to check.
, This cooperation between man and machine is quite necessary; neither can do
without the other.

3. An Incompleteness Algorithm

In this paper we will discuss another example of man-machine cooperation
to produce proofs. The method is completely unlike the previous one; for
instance this method in effect shows sequences not complete, and it can be
applied to only a very restricted class of sequences. But the most striking
difference is the different nature of the cooperation; the proofs generated are
again in the form of an induction, but this time the initial condition is easy
and the induction step is the hard part that the computer checks.

We are going to be concerned with what we will call recurring sequences,
which we define to be integer sequences T which satisfy a linear recursion
relation of the form

(1)

where the a, are fixed integers. A common example is the sequence of
Fibonacci numbers, which satisfy

We call k the order of the equation or the sequence. It is clear that an initial
condition of k consecutive terms is sufficient to determine the sequence from
that point on. (Our sequences do not necessarily start at n = 0.)

In studying the completeness properties of recurring sequences it appears
especially fruitful to consider not completeness as such but a stronger property
we will call essential completeness. We define a sequence to be essentially
complete if it remains complete when any finite set of terms is removed from
it. Clearly, necessary conditions for this are that a sequence have an infinite
number of positive terms and that there exist no prime p such that p divides
all but a finite number of terms. A few results are known for recurring
sequences. For instance, Roth and Szekeres (1954) and Graham (1964a) have
shown that any integer-valued polynomial satisfying the above two conditions
is essentially complete. Also, the Fibonacci sequence, defined above, is not
essentially complete (Brown, 1961). On the other hand the sequence defined by

tn = Fn - (-1)",
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where {Fn} is the Fibonacci sequence, is essentially complete (Graham, 1964b).
The proof of this last result can be generalized to other sequences; but we will
be concerned with generalizations of the preceding result. We will give an
algorithm by which a computer can prove certain recurring sequences not
essential1y complete. It also has some application to other sequences than
recurring sequences.
We will state the method in the form of a theorem. Since this statement is

somewhat complex, we make a few preliminary definitions. We say that two
sequences T, and T2 are equivalent if one is eventually a shifting of the other.
We say that a sequence T = {t,,} is definite if tn = 0, i,-4 00, or tn -4 - 00 as
n -4 00; otherwise indefinite. Let T and S be a pair of fixed sequences. (In the
theorem, S will be nearly the sum sequence of T.) Let U = {un}and V = {vn}
be sequences. If for some k, unrestricted in sign, Vn = u; - tn+k eventually,
we say that V is a derived sequence of U. (We use the word "eventually" in
this definition because it is convenient to ignore the starting point of a
sequence.) Consider simultaneously the sequence W = {wn} defined by
Hln= S,,+k - u.: If Vn -4 00 and Wn -4 00 as n -4 00, we say that V is a
permissible derived sequence of U. If for every choice of k, the sequences V
and W resulting from V are definite, we say V is unambiguous. We may now
state our result.

THEOREM 1. Let T = {tn} be an increasing sequence of integers, and let

S = {sn} differ from its sum sequence t~ti) by 4 bounded amount. (S is not

restricted to integer values.) Suppose there exists afinite set !T = {Tl' ... , TN}
of increasing sequences which are unambiguous (relative to T and S as above),
and such that every permissible derived sequence of any member of !T is
equivalent to some member of !T. Then T is not essentially complete.

Proof. We will show, by the method of descent, that, for some m, if the first
m terms are removed from T, then no positive number of the form uj - 1,
where Uj is an element of a member of !T, is in P(T).

We must first choose a suitable value ofm. Let U = {un}be a member of!T.
Then those k for which the corresponding derived sequences are permissible
form a finite interval of values ko,'''' k,. Then, for sufficiently large
j, Uj ~ Sj+ko-l and Uj ~ tj+k,+ h since no derived sequence of U is indefinite.
Furthermore, for sufficiently large j, tj+kl < Uj - 1 for the same reason.
Since T and S are increasing, the same inequalities hold with ko replaced

by any smaller number in the first, k, by any larger in the second, and k, by
any smaller in the third. Thus we see that tj+k < Uj < Sj+k implies that the
corresponding derived sequence is permissible, provided j is sufficiently large.
With the same proviso, tn =F Uj - 1 for any n. We will call such a Uj normal.
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We now choose m sufficiently large that if Uj is any term of a sequence in !T
for which Uj > tm, then Uj is normal. In addition we choose m large enough
to ensure that

n
I t, < Sn-1

i=m+l

. for every n > m.
Let Uj - 1, with uj an element of a sequence in !T, be the smallest number

of that form which is a sum of distinct elements t, > tm of T. Let t, be the
largest such element; then

n

I t, ~ Uj -1.
i=m+l

Thus s; > Uj. But clearly uj > i., so that (since uj' is normal) the derived
sequence V = {... , uj - tm Uj+l - tn+l' ... }, with k = n - j, is permissible.
We have seen that t; i= Uj - 1; hence uj - 1 - t; = Vi - 1, with Vj a term of
some sequence TK E !T. But this is a contradiction; so the theorem is proved.
We now consider how this theorem can be applied to recurring sequences.

In fact, as we shall later see, it may only be applicable to two very special
subsets of these sequences. Let T be a recurring sequence satisfying equation
(1). Clearly, any shifting of T also satisfies (1), as does any linear combination
of sequences satisfying (1). Thus all derived sequences of T, their derived
sequences in turn, and so on, satisfy (1) eventually. The algorithm will consist
of taking Tl = T and generating permissible derived sequences until the
process terminates or machine capacity is exhausted. We will assume that the
characteristic polynomial of T is irreducible and of degree at least 2. Hence tn

has the form
(2)

where Ct1, ••• , Ctk are the roots of the characteristic polynomial. The sum
sequence therefore has the form

k

In fact, C, = Ci' Ctj(Cti - 1) and C = I CJ(Cti - 1). We will take S to be the
i=1

sequence defined by

thus S has the desired property. It has the valuable additional property of
satisfying the original difference equation (1). Furthermore, Sn assumes only
rational values. To see this, we note that the sum sequence assumes only
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integral values, so we must show that C is rational. But {sn} satisfies (1), so
we have

ao(to - C) + al(to + tl - C) + ... + ak-l(to + ... + tk-1 - C)
= to + ... + tk - C.

Hence, C is a rational number.. (The coefficient of C in the above expression
cannot be zero, since then 1would be a root of the characteristic polynomial.)
For computational purposes it is convenient to multiply both T and S by the
denominator of C, so as to deal only with integers.
To implement Theorem 1 we need means of identifying and comparing

sequences. A straightforward way of identifying a sequence satisfying (1) is
by specifying k consecutive terms, since this uniquely determines such a
sequence. However, a one-to-one relationship is very desirable, although not
absolutely necessary. An obvious way of approaching this end is to specify
that the last term be greater than or equal to some fixed number B,and that the
preceding k - 1 terms be less than B. We call this a semi-canonical rep-
.resentation. This is still not enough to guarantee uniqueness, so that some
additional criterion is needed.
Two simple special criteria come to mind, sufficient for most cases of

interest. First, suppose that all the coefficients a, of (1) are nonnegative. Then
if all the terms appearing in a semi-canonical representation are positive, it is
easy to see that the representation is the unique one with that property.
Second, suppose that all the sums ao + ... + ak-l, al + ... + ak-l' ... , ak-l
are at least 1. (The first is then at least 2.) Then a simple application of Abel
summation shows that if k consecutive terms of a sequence satisfying (1) are
positive and increasing, so are all later terms. Thus, if either of the two
conditions on the a, are satisfied, a semi-canonical representation becomes
truly canonical if we specify that the k terms be positive and increasing. Of
course, a given sequence need not have such a canonical representation, but
this is no great harm in a tentative algorithm. Needless to say, if the
algorithm fails to find such a representation for a sequence, it should terminate
immediately and indicate failure.

This also gives us a means of comparing sequences, since if a sequence has a
canonical representation it must approach infinity, and if it has the negative
of a canonical representation it must approach minus infinity. If it has neither
and is not identically zero it should be treated as if it were indefinite and the
algorithm terminated.

4. Generalizations of the Algorithm

As we shall see shortly, Theorem 1 is not very widely applicable in practice.
We will give a generalization of this theorem which extends its range con-
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siderably, namely to repetitions of sequences. Let T = {tn} be a recurring
sequence. Set

T(I) = t1, t2, t3, ... = T,

T(2) = 11' th t2, t2, t3, t3, ,

T(3) = 11' t1, lh t2, t2, t2, ,

Clearly each T(i) is a recurring sequence.
Theorem 1 does not apply directly to these sequences, primarily because

some derived sequence will be indefinite. However, we may easily generalize
Theorem 1 to this case.

THEOREM 2. In the statement of Theorem 1, let S be replaced by a sequence
differingfrom the ith multiple of the sum sequence by a bounded amount. Then
if the conditions of the theorem hold for this S, then T(i) is not essentially
complete.

The proof of this theorem differs only trivially from that of Theorem 1; its
implementation as an algorithm is the same as that of Theorem 1, except that
S is multiplied by i.
As stated the algorithms deal with a sequence specified by a difference

equation and a set of initial conditions; but we shall soon see that the initial
conditions are unimportant in the most important case. We first state, as a
lemma, a result proved by Cohoon and Burr (1970).

LEMMA 1. Let S be a sequence of rationals satisfying a difference equation
whose characteristic equation is irreducible, so that we have

where the ext are the roots of the characteristic equation. Then no c, is zero unless
the sequence is identically zero.

Let us define a smooth sequence to be a recurring sequence whose
characteristic equation is irreducible and which has a unique root of largest
magnitude, which is positive. From the above lemma it follows that a smooth
sequence, the largest root of whose characteristic equation is ex, is asymptotic
to cexn for some c. Hence any smooth sequence is definite. Moreover, the
sequence is uniquely determined by c.We now show that Theorem 1does not
depend in any very essential way on the initial conditions, if the sequence is
smooth.
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THEOREM 3. Let T be a smooth sequence which satisfies the hypotheses of
Theorem 2, and suppose that every sequenceof!!7 is ultimately an integral linear
combination of shiftings of T. Then if T' is a recurring sequence satisfying the
same difference equation, T(i) is not essentially complete.

Proof We mention in passing that the above assumption about the
sequences of !!7 is for convenience and can be omitted. (In any case, if !!7is
generated as a succession of sequences derived ultimately from T, the
assumption is justified.)
Let the difference equation in question be (1), as usual. Then it is clear from

Lemma 1 that any recurring sequence satisfying (1) is ultimately nonpositive
or it is ultimately positive and increasing. We need only consider the latter
case. Let the coefficient of r:t.t in the expression for t, be c., and let YiCi be the
coefficient in the corresponding expression for tn', the general term of T'.
The coefficient of r:t.t in S is cir:t.d(r:t.j - 1).If we let S' be the sequence defined by
sn' = y1r:t.t!(r:t.1 - 1) + ... + Ykr:t.k/(r:t.k - 1), then S' differs from the sum
sequence of T' by a constant. Let !!7' be the set of sequences T/ which are
the same linear combinations of shiftings of T' that the sequences in !!7are
of T.
Thus all the linear relationships among T, S, and members T, of !!7 are

preserved when primes are affixed. Moreover, the coefficient dj of r:t.t in T, is
mapped into Yidiin T/; and we have seen that the same is true for T and S.
Hence, letting r:t.l be the root largest in magnitude, we see that all the inequality
relations among T,S, and the Tj are preserved when primes are affixed. Thus,
T', S', and!!7' satisfy the hypotheses of Theorem 2, and the theorem is proved.
This result is interesting in that it means that one finite sequence of integers
represents not just an infinite sequence, but an infinite number of infinite
sequences.
We see that this algorithm is as described before; we prove a sequence not

essentially complete by induction. Starting the induction is easy, since once
we know how much the induction step requires we can always remove enough
terms of the sequence to start the induction. On the other hand, the induction
step is difficult to check; but the computer does this part of the work.

5. Results of the Algorithm

The algorithm is of course interesting in itself; but we also seek results. The
algorithm has been tried on a considerable number of sequences and so far
it has been successful on sequences satisfying a considerable number of
different difference equations, including cases involving repetitions. However,
as we shall see, these all belong so far to a special class for which a different
proof may be given. Before going into more detail let us eliminate certain
sequences from consideration. First, we will only consider smooth sequences
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or repetitions thereof, since other sequences will in general lead to an indefinite
derived sequence. Moreover, we can easily see by a counting argument that
if the characteristic equation of a recurring sequence T has a root greater than
2i the sequence T(i) is not even complete. But we can show considerably
more:

THEOREM 4. Let i ;;::::1be given and let T be a smooth sequence whose character­
istic equation has a root greater than max (i, (1 + ..)5)/2). Then T(i) is not
essentially complete.

In view of Theorem 3 this is an immediate consequence of:

THEOREM 5. Let i ;;::::1 be given and let T = {tn} be an increasing sequence of
positive integers. If i = 1 suppose that tn ;;::::tn-1 + tn-2 + 1 for large n; if
i ;;::::2 suppose that tn - (i - 1) (tl + ... + tn-1) ~ 00 and n ~ 00. Then T(i) is
not essentially complete.

Proof. Let S = {sn} be defined by s; = i· (tl + ...+ tn). If i = 1, let !T
consist of the single sequence U = {un} defined by u; = tn + tn-2 + tn-4 +...,
terminating at tl or t2• We have

Un- Sn-l = (tn + tn-2 + tn-4 + ...) - (tn-l + tn-2 + ... + t1)
;;::::(tn-l + tn-2 + + tl + (n -1)/2)
- (tll-l + tn-2 + + t1)
~ 00 as n ~ 00.

On the other hand,

tn+l - Un;;::::(tn + tn-1 + 1) - «: + tn-2 + ...)
= tn-1 - Un-2 + 1
;;::::tn-3 - Un-4 + 2

;;::::(n - 1)/2 ~ 00 as n ~ 00.

Thus the only permissible derived sequence of {un} is {un - tn} = {Un-2}.
Thus, by Theorem 1, T is not essentially complete. This result is basically due
to J. H. Folkman, see Graham (1964c).
Now suppose i ;;::::2. Let !T consist of the single sequence U = {un} defined

by Un= tl + ...+ tn. We have

Un-'Sn-l = (tl + ...+ tn) - i(ti + .., + tn-I)
= tn - (i - 1)(tl + ...+ tn-I)
~ 00 as n ~ 00.
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On the other hand,

Thus the only permissible derived sequence of {un} is {Un - tn} = {Un-d.
Thus, by Theorem 2, T(i) is not essentially complete.
A considerable number of sequences of appropriate type have been

examined by a program written for the General Electric 635. So far, the only
sequences for which the algorithm has been successful have been those whose
characteristic equation is that of a so-called P- V number, or replications of
such a sequence. We will call such sequences P-V sequences. P-V numbers
are defined to be algebraic integers whose other conjugates are all less than
one in absolute value. They derive their name from the fact that they were first
studied by Pisot (1938) and Vijayaraghavan (1941).
Unfortunately for the usefulness of the algorithm as a generator of new

theorems, there is a direct way of proving that P- V sequences and their
replications not essentially complete. The basic idea appears in Cassels (I 960),
page 123; the author is grateful to Professor Cassels for pointing out the idea
and its application to the present case. We will give a proof of the result for
the sake of completeness. As usual, put Ilxll = min [x - nl, where n ranges
over all positive and negative integers. n

LEMMA2 (Cassels). Let T = {tn} be a sequence of integers, and suppose that
for some real a, I Ilatnll < 00. Then T is not essentially complete.

n

Proof Let T' be a sequence formed by removing a finite number of terms
of T, and for which I Ilatll < i; this is clearly possible. There are infinitely

teT'
many integers b for which Ilabll ;:;::i; but clearly none of these can be in P(T').
This proves the result.
We may now prove

THEOREM6 (Cassels). Let T be a P-V sequence with corresponding P-V
number a > 1. Then t-» is not essentially complete for any i.

Proof The theorem is trivial if a is a (rational) integer, so let a be irrational.
Let tn have the representation (2) of Section 3 with al = a. Then we have

Ilatnll ~ latn - tn+ll
= la' Clan + a' C2a2n + ... + a' Ckakn - C1an+l - ... - Ckakn+ll
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But Ci2, ••. , Cik are all less than 1 in absolute value; therefore ~" II«t; II < 00.

This completes the proof, since the same inequality holds for r».
Although the fact that the theorems thus far proved on the computer may

be proved in another way is disappointing, it is nevertheless interesting that
. such fairly intricate computer proofs are possible at all. Note further that
Theorem 6 does not say that the algorithm must terminate in these cases.
Moreover, it is not ruled out that other sequences may be found to which the
algorithm may be applied. Finally, the set f/, with the relations among its
members is of interest in itself.
The results so far proved by the program are summarized in Table I.

The first column is just an index; the next two columns give the order k
and the coefficients ao, ... , ak-l of the difference equation of a sequence T.
The fourth column gives the value of the largest root Ci. The other columns,
labeled 1, 2, ... , represent T(l), T(2), ... ; the occurrence of an asterisk or a
number means that the sequence in question is not essentially complete. An
asterisk means that the sequence is covered by Theorem 4. A number means
that the program was successful in generating a proof by means of Theorem 2 ;
the number itself is N, the number of sequences in f/ as generated.

Sequences numbered 2-4, 5-7, and 8-10 represent three infinite families
of P-V numbers approaching (1 + ../5)/2 from below.. These families, plus
the isolated cases numbered 1 and 11 represent the only P- V numbers
~ (1 + ../5)/2; this was proved by Dufresnoy and Pisot (1955a). Hence, in
view of Theorem 4, we see that Theorem 1alone can only be applied to a small
number of P-V sequences. On the other hand, Dufresnoy and Pisot (l955b)
have shown that the set of accumulation points of the set of P- V numbers has
in turn an accumulation point at 2. Thus we can expect to find quite a large
number of P- V sequences to which Theorem 2 can be applied, even with
i = 2.
A point of interest is that a few of the P- V numbers appearing in the table

are powers of other P- V numbers in the table, and therefore the correspond­
ing sequences are subsequences of other sequences. Thus sequences 13 and 19
are subsequences of sequences 5 and 8 respectively, and sequences 21 and 23
are subsequences of sequence 1.
It is interesting to consider, for fixed T, the N corresponding to T(1),

T(2), ... ; rather surprisingly, N appears to grow more' slowly than an
exponential. This is especially interesting because within a family of sequences
(say sequences 2-4), the growth of N as k is increased seems very rapid.
It should be noted that the visible distinction between P- V sequences and

others goes beyond simple success or failure of the algorithm; the distinction
is clear in the detailed behaviour of the algorithm. One measure of how well the
algorithm is doing is its backlog of sequences as it proceeds. This is the
difference between the number of sequences added to f/ and the number of
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TABLE I

k (aj) ex 1 2 3 4 5 6 7 8 9 10 11 12

1. 2 1, 1 1·618 1 3 10 15 28 45 55 78 91 120 153 171
2. 3 1,0,1 1·466 2 43 190 473 866 1612 2636
3. 5 1,0, 1,0, 1 1·570 21 2097
4. 7 1,0, 1,0, 1,0, 1 1·610 208
5. 3 1, 1,0 1·325 14 129 522 1242 2405
6. 5 1, 1, 1,0,0 1·534 77
7. 7 1, 1, 1, 1, 1, 1,0 1·590 1296
8. 4 1,0,0,1 1·380 48 2051
9. 5 1,0, -1, 1, 1 1·443 167 tI.I

10. 6 1,0, -1,0, 1, 1 1·502 668
~11. 6 1, -1, 1,0, -1,2 1·562 587

12. 3 1, -1,2 1·755 • 18 74 173 320 563 935 1434 2071 ?-
13. 5 1, -1,1, -1,2 1·674 • 810 t:I:1
14. 3 1, 1, 1 1·839 • 4 39 97 227 377 603 848 1355 1810 c~
15. 5 1,0,0, 1, 1 1·705 • 594 ~
16. 3 -1,1,2 2·247 • • 19 43 81 179 275 464 643 962 1250 1785
17. 4 -1,0,2,1 1·905 • 61 473 1841
18. 6 -1,0, 1, 1, 1 1·778 • 1756
19. 2 1,2 2·414 • • 2 6 12 12 20 30 42 56 72
20. 2 1,3 3·303 • • • 3 3 9 9 18 18 30 30 30
21. 2 1,4 4·236 • • * * 4 4 4 12 12 12 24 24
22. 2 2,3 3·562 • • • 4 5 13 14 25 26 28 45 63
23. 2 -1,3 2·618 • • 4 7 11 16 22 29 37 46 56 67
24. 2 -1,4 3·732 • • * 3 7 7 13 13 21 21 31 31



A CLASS OF THEOREMS IN ADDITIVE NUMBER THEORY 295

sequences whose derived sequences have been computed. With a P- V
sequence the backlog at first rises at a moderate rate, levels off, and then de­
clines more or less linearly until it becomes zero. With other sequences, the
backlog rises rapidly from the start and shows no sign of leveling off. In fact,
the rise may accelerate. Furthermore, the sequences generated soon become
visibly irregular, often forcing the algorithm to terminate after a small
number of steps. This occurs even when the sequence is one believed not to be
essentially complete.

The algorithm has not been successful on any sequence not either one
related to a P- V sequence or one covered by Theorem 4. It may very well be
true that it will be successful only on these sequences. However, the existence
of Theorem 4 suggests that exceptions might exist, analogous in some way to
the sequences of Theorem 4. Another possible source of exceptions might be
sequences whose characteristic equation is that of a number in the class (T),
first studied by Salem (1945). These are algebraic integers whose other con­
jugates are less than or equal to one in absolute value, with equality occurring
for at least one conjugate. So far, no such sequences have been tested.
There is other evidence than that presented here for the conjecture that the

algorithm will be successful on any P- V sequence. R. L. Graham has given
an ingenious proof (unpublished) of this fact for the sequence r», where P is
the Fibonacci sequence. Unfortunately, this result does not appear to general­
ize easily. Also, it is easy to see that the same is true if T = {kn}, where k is an
integer ~ 2. Sinceany integer ~ 2 is a P- V number, this lends additional weight
to the conjecture. (Generally, 1 is excluded from the set of P-V numbers; if
we choose not to do so, {In} becomes a trivial exception to the conjecture.)
The completeness algorithm described in Section 2 is of value in studying

the behaviour of sequences, not necessarily with irreducible characteristic
equations, under successive removal of the early terms. For some sequences
the resulting thresholds appear to grow exponentially, that is, as a power of
the first term remaining. Thus these sequences appear to be essentially com­
plete. For others the thresholds appear to grow hyper-exponentially. These
include some, such as {P n + I}, which are known to be essentially complete.
Finally, some sequences display thresholds which grow moderately and
suddenly blow up, suggesting that the sequences are not essentially complete.
These are not limited to P- V sequences. Thus the completeness properties of
recurring sequences display a considerable amount of interesting structure.
It is to be hoped that computer algorithms discussed here may lead to the
discovery and proof of theorems of a more general character.

6. Conclusion

We briefly discuss here a generalized algorithm and also some possible
improvements of the algorithm. The generalization that we discuss is the
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extension to sequences formed by combining two or more different sequences
having the same difference equation. Thus, we may consider the sequence
1, 1,2,3,3,4,5,7,8,11, 13, 18,21, ... formed by joining together the Fibonacci
sequence with its associated sequence. Of course, the result of Cassels applies
to these sequences too, as can be seen immediately. The generalized algorithm
is somewhat tedious to state, and we shall not do so. However, it should be
relatively clear to the reader what to do; the principal change involves
generalizing the definition of a permissible derived sequence. Although no
computer program has been written implementing this generalization, a hand
calculation has shown the above sequence not to be essentially complete;
ff in this case had 13 members. Thus the scope of the generalization is
nontrivial.
We will not discuss such improvements in the implementation of the results

as packed representations of sequences, arranging ff so as to simplify
~t searching it, and so on, although these can be very effective. We will instead

consider a mathematical improvement of Theorems 1 and 2 which can sub­
stantially reduce the size of !T. A rigorous statement of the result would be
very complicated, so we will merely indicate its direction. Basically, we con­
sider the genesis of a sequence in ff, as well as the sequence itself. Thus,
suppose a sequence {vn} occurs in ff only as a result of being the derived
sequence {un - tn+k} of {Un} in ff. Then it is not necessary to consider the
derived sequence {vn - tn+k+ d of {vn}, since we may regard a derived
sequence as being the result of subtracting the largest member of T occurring
in the representation of Un. There are substantial complications of this
approach. For instance, regard ff" as an ordered graph under the relation of
being a permissible derived sequence. Then we must ensure that every loop
in the graph contains at least one sequence all of whose permissible derived
sequences are in ff.
A computer program has been written by the author implementing this

improvement in the case of Theorem 1 only. The improvement is very sub­
stantial; thus the fourth, seventh and tenth entries in the above table gave
only 12, 15, and 20 sequences, respectively. Also, a few sequences of higher
order than have been given here were handled successfully. In fact, this
program was written first; the results led the author to recognize the
possibility of using the simpler results of the present work. The reasons for
implementing and presenting the results that we have considered here were
basically two. First, more efficient result is almost impossible to state both
rigorously and intelligibly, and second, any general result concerning
applicability to P- V sequences will probably follow the lines of the present
results, not the complicated and inelegant lines of the other. Moreover, the
more efficient algorithm has so far been no more successful on non-P-V
sequences than the present one.
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Difference Bases

Three Problems in Additive Number Theory

J. C. P. MILLER

Mathematics Laboratory, University of Cambridge, England

1. Introduction
In this paper we compare three problems concerning the set of sums of a
finite number of consecutive elements chosen from an ordered set of integers.
One of these leads to Perfect Difference Sets, where there is a satisfactory
and virtually complete mathematical theory. The second problem is that of
Restricted Difference Sets, where there is a body of solutions with a mathe­
matical theory, intermingled with many less easily explained sporadic solu­
tions of the problem; this problem turns out to be rather suitable for a large
scale computer search. The third problem is that of Unrestricted Difference
Sets, where there is less theory and no obvious rapid methods of search for
particular solutions, involving very great expenditure of time for relatively
meagre results.

2. Restricted Difference Bases

We start by stating the problem for which computers have been used
extensively.

I. Consider a ruler of length 24 inches, marked originally in inches. The
ruler is worn so that only k + 1 division marks remain (including the ends),
yet it remains possible to measure all exact inch lengths from 1 to 24. What
is the least value of k possible? How many distinct solutions are there for
this value of k?
The answer here is that k = 8, and that there are 472 distinct solutions

(i.e. not counting reversal of ends as providing a distinction).
Sample solutions are with marks at

k = 8, n = 24 o 1 13 14 16 18 20 22 24}
o 1 3 7 11 15 19 23 24

299

(2.11)or at
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Note that the largest gap is as much as 12 in the first case, and as little as 4
in the second; these are extreme values.
For a ruler of length 36 inches, on the other hand, k = 9 and there is only

one solution

k = 9, n = 36 o 1 3 6 13 20 27 31 35 36 (2.12)

We can restate the problem, a little more generally, in two ways:

(a) Consider a set of k + 1 distinct integers

(2.2)

such that the set of differences a, - as, r > s, includes all integers from 1 to n.
For given n, what is the least possible value of k, and how many solutions
are there having this value of k'l

(b) Consider an ordered set of k positive integers

(2.3)

such th~t the set of sums of one or more consecutive members of the set
includes all integers from 1 to n. For given n, what is the least possible value
of k, and how many solutions are there for this value of k?
Clearly

i

a, = I s,
,=1

(2.4)

The formulation (a) corresponds to the examples (2.11,2.12) already given;
with formulation (b) they become

k = 8, n = 24 1 12 1 2 2 2 2 2)
1 244 444 1 (2.51)

k = 9, n = 36 123 7 7 744 1 (2.52)

The latter formulation, with examples as illustrated immediately above, is,
on the whole, more illuminating at a glance, and will be adopted in almost all
cases in the rest of this paper. One may call the set of sums (2.1) a Difference
Basis, and the set of differences b, = a, - a.: h (2.3), a Difference Set. The
sets discussed in this paragraph are called Restricted, because the span n of
the integers represented by the differences or sums is equal to the range, i.e.
the largest integer in the basis, or the sum of all integers in the difference set.
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3. Difference Bases

We shall now generalise the problem in two ways.

II. DifferenceCycles. Consider an ordered cycle of k positive integers

bi, b2, ••• , bk

and the set of sums of consecutive integers

(3.1)

(3.2)

where 0 ~ s < k - 1, and [i + s] is reduced modulo kif i + s > k. What is
the least value of k for which a set b, exists such that the set of sums (3.2)
includes all integers 1, 2, ... , n - 1?
The set (3.1) will be called a Difference Cycle or a Cyclic Difference Set.

As an example we may take

k = 6, n = 31 1 3 2 7 8 10 (3.3)

where, e.g. 11 is given by 10+ 1,22 = 8 + 10 + 1+ 3 and so on.

III. An Unrestricted Difference Set is the solution to a problem stated in
the words of I(a) or I(b) except that

k k

ak = Ibi ~ n replaces ak = Ibi = n
1 1

(3.4)

Thus our ruler may exceed in length the maximum n of exact inch lengths
to be measured, i.e. the range may exceed the span.
An example is the set

k = 7, n = 24 8 10 1 3 2 7 8 (3.5)

which gives the span 1(1)24, and also 31 and 39, the range. It will be noted
that this gives a smaller value of k than one of the best restricted sets such
as (2.51).

4. Perfect Difference Cycles

We consider first the case most amenable to mathematical treatment. This
concerns cyclic difference sets, II.

Singer (1938) uses finite field theory to show that:

A sufficient condition that there exists a set of k integers

having the property that the k2 - k differences a, - ai' i i= j, are congruent
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modulo k2 - k + 1= n to the integers

1, 2, 3, ... , k2 - k

in some order is that k - 1 be the power of a prime, pa..

We consider, rather than the a., the ordered cycle of differences

b1, b2, ••• , b,

such that bi+l = aj+1 - a.; i = 0 (1) k-l, ak = k2 - k + 1. The example
(3.3) gives such a cycle. Such a cycle, where each difference occurs an equal
number A (here A = 1) of times, is called a perfect difference cycle.

Given one such cycle, others may be readily constructed by use of multi­
pliers, for the differences of the set Mao, Mal' ... , Mak-l, also give a
complete set of residues, mod k2 - k + 1, if (M, k2 - k + 1) = 1, and the
set of a/ = Ma, (mod k2 - k + 1) are all distinct, and need not be (though
may be) a rearrangement of the original set. Thus with n = 13, (aj) = (0139),
we find (an = (2aj) = (02618) = (0256) (mod 13). The corresponding
bi-cycles are 1264 and 1327. Singer also considers the number of distinct
cycles, and gives evidence in support of N = ¢(n)/3a, where reversal is
counted as distinct.

Singer (1938, p. 384) gives one cycle for each pa. ~ 16. Q'Beirne (1965)
gives likewise one set of a, for each pa. ~ 19. Leech (1965, p. 162) gives a set
of a, for pa. = 32.
A substantial theory of Perfect Difference Sets, with many references,

is described in Ryser (1963), and in Selmer (1966). These generalise the idea
to include cases where each residue mod n is included the same number
A > 1 of times. Selmer in Table 5, p. 206, gives all cycles with A < tn, n ~ 40
and Hall 1956 gives 46 sets with n ~ 50.
The Singer cycles, called PLANAR by Ryser (1969), all have A = 1. They

appear all to be obtainable, for any n, from one another by use of multi­
pliers. However, for n = 31, A = 7 there exist two cycles not so related. There
seems scope for further study here.

Singer's condition, that k - 1=pa. for a perfect cycle has been shown
necessary as well as sufficient for n ~ 1600 (see Ryser, 1963).

5. General Difference Cycles

It is also of interest to study cycles when n is not of the form »" + pa.+ 1,
which shall have minimum k, and cover all residues at least once. The use
of a multiplier M still gives a complete set of residues, provided (M, n) = 1,
but solutions are generally more numerous than for perfect sets (where these
exist) with given number of elements k + 1, and are not all obtainable from
one another by use of multipliers.
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Enumerations have been carried out up to n = 21, and counts are listed
below (including perfect cycles). In this N is the number of distinct solutions
(excluding reversal), and T is the number of types that remain distinct under
use of multipliers.

k + 1 n N T k + 1 n N T k + 1 n N T
1 4 8 3 2 5 14 25 9
2 2 9 7 3 15 38 11

3 10 4 2 16 16 5
11 5 17 24 3

3 4 12 2 1 18 9 3
5 2 I 13 2 1 19 9
6 1 20 NIL
7 21

It is of interest that no cycle of 5 elements exists for n = 20, although there
is one for n = 21. It is simple, and seems worthwhile, to give a proof of the
existence of this gap. There are just 20 differences (as for n = 21) to cover 19
residues. Thus one and only one must appear twice; this is clearly 10. One
half-cycle is either undivided, or divided into two parts (since there are 5
parts in all).
If a half cycle is undivided, by representing 11, 12, 14 in turn once each

only, we are led uniquely to the hi

3 1 10 2 4

which does not give 5. This half-cycle must therefore be divided if a solution
exists; it is one of (1, 9) (2, 8) (3, 7) or (4, 6). The available divisions (unorder­
ed) on the other half are (1, 2, 7) (1, 3, 6) (1, 4, 5) and (2, 3, 5), It is not
difficult to see that no pair, one from each set, can be fitted without repetition.
Incidentally, the impossibility of I-part and 4-part half-cycles together

proves that no restricted difference set with 4 elements can be made for
n = 10, for the latter would imply the former.

6. Outline of Studies

Restricted differences bases form the main study of this paper. These have
been studied by Leech (1956) who gives references to some earlier work by
Haselgrove and Leech (1957) and by Wichmann (1962).
Much of the earlier work is concerned with obtaining bounds for [/(n)]2/n,

where l(n) is the least value of k + 1. Leech (1956) showed that [1(n)]2/n ~
2·434,whilst Wichmann (1963) constructed bases for which l(n) ~ .Jn3 + 3.
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Wichmann (1963) also exhibits a few solutions with strong patterns of
integers in the sets, and his general, very effective basis is highly patterned.
He also points out that bases for 76 and 78 can be achieved with ordered
sets of 14 elements, but that he did not know of a similar set for n = 77.
These circumstances, and access to the tables prepared and referred to by

Leech (1956), and, in particular, a knowledge of the method by which he
prepared them, led me to program a machine search for solutions, in order
to extend the tables of complete results.

TABLE I. Numbers of restricted differencesets.

Range Range Range
k n N max e, k n N max e, k n N max b,

~ ~ ~
2 3 2 8 24 472 12 4 11 44 2446 21 6

25 230 12 4 45 1057 22 6
3 4 2 2 26 83 12 5 46 342 22 6

5 2 3 2 27 28 13 5 47 119 21 6
6 1 3 28 6 11 6 48 34 20 7

4 7 6 4 2 29 3 12 6 49 11 21 7
8 4 4 3 50 2 20 7
9 2 4 3 9 30 1018 14 5

31 445 15 5 12 51 8159 25 6
5 10 19 5 3 32 152 15 5 52 3175 25 6

11 15 5 3 33 60 16 6 53 1143 25 6
12 7 6 3 34 10 14 6 54 418 26 7
13 3 6 4 35 5 15 6 55 165 25 7

36 1 7 56 54 24 7
6 14 65 7 3 57 12 25 7

15 40 7 3 10 37 1339 18 5 58 6 24 9
16 16 8 4 38 487 18 6
17 6 7 4 39 181 19 6 13 59 15999 28 6

40 50 17 6 60 6126 29 7
7 18 250 9 3 41 18 18 6 61 2480 29 7

19 163 9 4 42 2 16 7 62 903 30 7
20 75 10 4 43 1 7 63 334 29 7
21 33 10 4 64 119 28 7
22 9 9 5 65 43 29 8
23 2 9 6 66 3 28 11

67 6 11 9
68 2 11 10

n = 69 needs k = 14.

Over the last few years, I have organised a series of more and more rapid
programs on EDSAC II and TITAN (the last is about 250,000 times faster
than the first), with the following results:
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The coverage of complete results now extends to n = 68.
The gap at n = 77 has been filled in-but a gap still remains at n = 99
to replace it.
Wichmann's upper limit has been replaced by l(n) ~ [J3n] + 2, a fairly
trivial advance.

I have also devised a condensed .proof that Wichmann's set is a basis. This
method of proof can be used in other, less efficient, but still useful, bases.
A major result of the search, besides the full lists of solutions which are

much too long to give in toto, is the count of numbers N(n) of solutions for
given n and least k. These are listed in Table I, together with the range of
max hi amongst these solutions.

7. Patterns

A glance at Table II shows immediately a number of patterned solutions.
These may be grouped into sets, e.g.

n n = 6k - 20
16 1 2 6 4 1 2
22 1 2 6 6 4 1 2
28 1 2 6 6 6 4 1 2
34 1 2 6 6 6 6 4 1 2

and solutions for n = 40, 46, 52 can be forecast. There is also one for n = 58,
but k is too large with this pattern and its usefulness lapses. This pattern has
a rate of increase 6, and can be written in the form 12 e:541 2, the index
denoting repetition as in the theory of partitions.
Consider now several patterns with rates of increase 7, 11:

1 2 3 7k-6 4 4 1
1 2 3 3 7k-6 4
1 1 3 7k-6 2 4 2

with n = 7k - 27
n = 7k - 28
n = 7k - 29

1 1 355
1 1 355

6 6 1 1
661 1

n = 11k - 75
n = 11k - 76

The first one in each set was generalised by Wichmann (1963) to give a two­
parameter pattern:

l" (r + 1) (2r + It (4r + 3y (2r + 2y+l I"
with

k = 4r + s + 2, n = qk - 3(2r + 1)2, q = 4r + 3
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TABLE II. Complete lists of difference sets for selected n.

k n k n

3 4 1 2 6 16 1 1 1 5 4 4
2 1 1 1 4 3 4 3

1 1 4 4 3 3
5 1 3 1 1 5 5 3 1

2 2 1 3 1 3 6 2
1 3 3 5 2 2

6 3 2 1 2 1 5 5 2
1 2 6 4 1 2

4 7 1 1 4 1 5 3 3 2 2
1 2 3 1 8 1 2 2 2
1 3 2 1 4 1 7 1 2
3 1 2 1 2 2 2 8 1
2 2 2 1 2 2 4 6 1
2 3 1 1 2 4 4 4 1

1 2 6 2 4 1
8 1 3 3 1 2 7 1 4 1

3 2 2
4 1 2 17 1 1 1 5 5 4
2 4 1 1 1 4 4 4 3

1 1 6 4 2 3
9 1 4 3 1 1 6 4 3 2

3 3 2 1 3 6 2 3 2
1 7 3 2 2 2

5 11 1 1 1 4 4
1 I 4 2 3 7 22 1 1 5 5 5 4
1 1 3 3 3 1 8 5 3 3 1
1 1 5 1 3 3 1 7 2 6 2
1 1 3 4 2 2 6 6 4 1 2
1 1 4 3 2 5 1 3 8 2 2
1 1 5 3 1 5 3 7 2 2 2
1 3 1 4 2 6 1 9 1 2 2
1 3 2 3 2 2 2 9 1 6 1
1 3 3 2 2 2 3 7 4 4 1
1 2 1 5 2
1 5 1 2 2 23 1 9 4 3 3 2
1 4 3 1 2 3 6 6 2 3 2
1 2 2 5 I
1 2 3 4 1 8 28 1 11 5 3 3 3 1

2 6 6 6 4 1 2
12 1 1 5 4 8 1 11 1 2 2 2

1 4 3 3 649 3 2 1 2
3 1 5 2 2 2 2 11 1 8 1
3 3 3 2 2 3 3 7 7 4 1
6 1 2 2
2 2 6 1 29 1 12 4 3 3 3 2
2 4 4 1 3 6 6 6 2 3 2

2 3 7 7 4 4 1
13 1 4 4 3

3 1 6 2
5 3 2 2
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TABLEII. (continued)
k n k n
9 34 1 1 12 5 4 4 3 3 11 50 1 1 20 5 4 4 443 3

1 7 1 411 3 3 3 2 3 7 7 7 7 744 1
1 3 7 7 7 2 4 2
1 14 5 3 3 3 3 1 12 57 1 1 1 25 5 1 4 4 4 443
2 6 6 6 6 4 1 2 1 1 5 5 2 17 4 4 9 333

1 5 3 9 3 7 2 2 2 1 1 5 7 2 10 10 10 3 4 1 3
1 10 1 13 1 2 2 2 2 1 1 3 5 5 11 11 6 6 611
1 222 213 1 10 1 1 3 1 3 4 10 10 10 6 342
1 229 2 10 1 6 1 1 3 2 5 8 8 8 8 8 132
1 2 3 3 3 7 10 4 1 1 5 1 7 1 7 3 9 17 222

1 5 8 8 8 8 8 2 2 322
35 1 15 4 3 3 3 3 2 1 12 1 14 3 15 1 2 2 222

3 1 11 2 7 2 6 2 1 2 1 2 3 3 10 10 10 771
3 6 6 6 6 2 3 2 1 2 1 3 8 8 8 8 8 541
2 3 3 7 7 7 4 1 1 2 3 7 7 7 7 7 7 441
1 3 3 10 4 7 4 1

58 1 1 24 5 444 4 433
36 2 3 7 7 7 4 4 1 1 6 7 1 10 10 10 3 423

1 4 2 9 9 9 9 3 731
10 41 1 1 12 6 4 5 443 4 3 4 9 9 9 9 5 122

1 1 17 5 1 4 443 2 3 11 3 7 8 10 4 441
1 1 11 5 7 5 442 2 3 11 7 3 11 7 4 441
1 1 17 5 3 4 342
1 4 8 1 8 8 343 13 66 1 1 28 5 4 4 4 4 443 3
1 3 7 7 7 7 242 2 5 7 11 711 6 4 631 2
1 1 18 4 3 3 3 332 2 3 15 7 3 11 7 4 444 1
1 3 1 3 10 6 6 272
1 3 2 5 8 8 8 132 67 1 5 7 2 10 10 10 10 341 3
1 3 6 666 6 232 1 4 2 9 9 9 9 9 373 1
1 3 6 4 4 11 5 232 1 3 5 5 5111111 661 1
1 5 1 7 3 9 9 222 3 1 3 4 10 10 10 10 6 3 4 2
1 5 8 8 8 2 2 322 4 3 4 999 9 9 5 1 2 2
1 7 1 3 5 513 222 2 1 2 3 3 10 10 10 10 7 7 1
1 8 1 10 3 11 1 222
1 6 4 949 3 212 68 6 7 1 10 10 10 10 342 3
1 2 1 3 8 8 8 541 3 5 5111111 6 661 1
1 2 3 3 3 7 7 10 4 1

42 1 1 16 5 4 4 4 3 3 n = 69 needsk = 14
2 3 3 7 7 7 741

43 2 3 7 7 7 7 441

11 49 1 1 1 21 5 1 4 444 3
1 1 2 8 2 10 7 951 3
1 1 4 2 9 9 9 373 1
1 3 2 5 8 8 8 8 1 3 2
1 5 8 8 8 8 2 2 3 2 2
1 4 3 4 9 9 9 5 1 2 2
110 1 12 3 13 1 2 2 2 2
1 2 1 3 8 8 8 854 1
1 2 3 3 7 7 7 774 1
1 2 3 3 7 10 4 774 1
1 2 3 3 10 4 10 474 1
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The second will also generalise to give a pattern with

I" (r + 1) (2r + ly+l (4r + 3)5 (2r + 2Y I"

with the same
k = 4r + s + 2,

but
n = qk - 3(2r + 1)2 - 1.

However, the third pattern with increase 7 does not obviously generalise, and
appears to have only a centre pattern.
Another kind of pattern is shown by

n
34 1 12 5 4 4 3 3
42 1 1 16 5 4 4 4 3 3
50 1 1 1 20 5 4 4 4 4 3 3
58 1 1 1 24 5 4 4 4 4 4 3 3

with the rate of increase 8 and n = 8k - 38; another with the same rate and
n = 8k - 39 is

n
41 1 8 1 10 3 11 1 2 2 2
49 1 10 1 12 3 13 1 2 2 2 2
57 1 12 1 14 3 15 1 2 2 2 2 2
65 1 14 1 16 3 17 1 2 2 2 2 2 2

and others can be found.
One use for full tables of solutions is in finding such patterns. There are,

however, other sporadic solutions that show no obvious pattern at all. For
example

n = 22 1 3 1 7 262

seems difficult to fit into any group. Another example is

n = 58 1 2 3 11 3 7 8 10 4 4 1

which retains the end pattern of Wichmann's solution, but has rather lost it
in the middle. On the other hand the pair

58 1 2 3 11 7 3 11 7 4 4 4 1
66 1 2 3 15 7 3 11 7 4 4 4 4 1

will generalise with rate of increase 8, n = 8k - 38.
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8. Construction of Solutions

The identification of patterns enables us to construct solutions for n > 68,
where complete sets have not yet been sought. For this purpose we need other
two parameter solutions besides Wichmann's solutions to cover intermediate
'cases. Several have been constructed and the more useful ones are listed
below. None gives a better ratio n/k2 than Wichmann's best, but they do fill
in some gaps.
One of the simplest and most obvious will be used for illustration; it is

given by

(A)

which has
k = r + s - 2, n = rs + r - t - 2.

This is a three-parameter solution, but the parameter t merely provides solu­
tions for s successive values of n, t = 1(I)s; these have the same k, and the
best ratio n/k2 is given by t = 1. This continuous coverage immediately below
the best n is conspicuously absent with Wichmann's basis. With t = 1 we
readily find that the best value of s, measured by the ratio nlk", is given by
s = r - 1, k = 2r - 3, n = r2 - 3. We find also that (r, s) = (A, A), and
(r, s) = (A + 1,A-I) give the same values k = 2A - 2, n = A2 + A - 2.
This pattern (A) provides a solution for minimum k for n = 1(1)22, 24(1)27,
30(1)33, 37, 38, 39, 44, 45, 46, 51, 52, 53, 59, 60, 61, 69 and no more.
Wichmann's bases have peak values for s = 2r-2(1)2r+4, and have

s = 2r + 1 giving the best value of nlk", and are given in Section 7; they
are repeated here for comparison with others that follow.

1" (r + 1) (2r + 1)" (4r + 3)S (2r + 2)1'+1 1"
1" (r + 1) (2r + 1)"+1 (4r + 3)S (2r + 2)" 1"

n =N ) (B)
n =N-l

In each case k = 4r + s + 2

N = qk - 3(2r + 1)2 q = 4r + 3
= 4r(r + s) + 8r + 3s + 3 ) (8.1)

These give only a consecutive pair of values of n, thus leaving gaps to be
filled otherwise when r ~ 1. Wichmann (1963) fills these by adding up to 4
extra integers at one (either) end, each not exceeding r + 1. We can however
do a little better than this by seeking other bases, still general, but having
smaller values of n for the same k. The following have been found:
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(i) with s = 2s' + 1, odd
lr(r+ 1)(2r+ lY(4r+3/(2r+2)(4r+3)S'(2r+2y+l1r n =N -2r-l
lr(r+ 1)(2r+ lY(4r+3y'(2r+ 1)(4r+3)S'(2r+2y+l1r n = N -2r-2
lr(r+ 1)(2r+ 1)r+l(4r+3)S'(2r+2)(4r+3y'(2r+2Ylr n = N -2r-2
lr(r+ 1)(2r+ 1)dl(4r+3)S'(2r+ 1)(4r+3)S'(2r+2Ylr n = N -2r-3
(ii) with s = 2s' + 2, even (C)

lr(r+ 1)(2r+ lY(4r+3)S'+1(2r+2)(4r+3)S'(2r+2y+l1r n = N -2r-l
lr(r+ 1)(2r+ lY(4r+3)S'+1(2r+ 1)(4r+3)S'(2r+2y+l1r n = N -2r-2
lr(r+ 1)(2r+ ly+l(4r+3y'(2r+2)(4r+3)S'+1(2r+2Ylr n = N -2r-2
lr(r+ 1)(2r+ 1)r+l(4r+3)S'(2r+ 1)(4r+3)S'+1(2r+2Ylr n = N - 2r-3

Here k, N are given by (8.1).

A proof of Wichmann's basis in very condensed form is given in Appendix
A. Similar arguments may be used to establish other bases. In practice I have
been content to' use the families quoted to suggest solutions (this is the
difficult problem) which have been verified individually- it is usually easy to
establish one-parameter sets by induction.
All these solutions have rate of increase q = 4r + 3, i.e. 3, 7, 11, 15, 19, etc.

It is also of interest to construct solutions with intermediate rates of increase
for which, as with Wichmann's, lim k2 In = 3. I have found

lr (2r + 1)r+l (4r + I)S (2rY (r + 1) lr-1 n =N )
I" (2r + l)" (4r + I)' (2ry+l (r + 1) lr-1 n =N - 1 (D)
lr-1 (2r + ly+l (4r + I)S (2rY r I" n = N - 1
lr-1 (2r + l)" (4r + I)' (2ry+l r I" n = N - 2

In these k = 4r + s + 1 and, with q = 4r + 1, the rate of increase, we have

N = qk - 2r( 6r + 1) = 4r(r + s) + 6r + s + 1

As with (B) for q = 4r + 3, to produce (C), it is permissible here to reduce
a "middle" element (4r + 1) to 2r or 2r + 1; there are sixteen cases, since s
even and s odd differ, we shall not give these in detail here, but use the label
(E) where appropriate.
Finally for increase 4r we have

12 2r-2 (2r + lY (4r)S (2r _lr 1 2r-1
and 12 2r- 2 (2r + 1Y - 1 (4ry (2r - l)"+1 1 2r- 1

n = N ) (F)
n =N- 2
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with k = 4r + s - 1, N = qk -I2r2 + 8k - 3 = 4r(r + s) + 4r - 3. This
is not very good, and has not been examined further.

Consider now the Wichmann solutions with increase 7. Examination of
the tables exhibits a two-parameter family

1 2 3t 7s-t (3t + 1) 4 1 t = I(l)s - 1

thus filling the gap between Wichmann's solutions (B) and the others (C).
I have not been able to find a similar family for increase 11.

Likewise two solutions at the end of Section 7 foreshadow an increase of
8 from a variation of the peak Wichmann solution at n = 50. Not enough
evidence is yet available to guess how this might be extended.
Next we consider the solutions labelled I2x and 12z in Tables III and IV.

These are

k = 14 n = 71 1 1 1 1 1 19 8 7 6 6 6 5 5 4
n = 73 1 1 1 1 1 21 8 7 6 6 6 5 5 4

with a pattern of the differences on the right ranging from 2r to r; the rate
of increase is 12, one extra 6 and an increase of 6 in the large difference at
each increase.
A similar pattern occurs with increase 10

k = 13 n = 65 1 1 1 1 19 7 6 6 5 5 5 4 4

It is not identical in form, but of the same type.
This suggests the possibility of trying larger versions of the same type of

pattern which has led to two effective patterns with increase 14. A third is due
to John Leech. The best is

k = 17 n = 106 1 1 1 1 1 1 34 9 8 7 7 7 6 6 6 5 5

Others are listed in Table IV, and it seems clear that extensions to higher
increase are possible, though the progress is not regular but seems to have
sporadic variations. This possibliity merits further study.
We also use in Table IV cases where a best Wichmann solutions I5B has

one further difference added at the end-this can be up to r + 1, but only a
unit is actually needed, for n = 154, and a 4 for n = 142 with present know­
ledge. We indicate this by I5B+. Some other cases of llB+, 15B+ are
included for greater completeness. The same kind of addition can also be
made in other cases, it has been used with 12z and I4p.

9. Solutions for 69 ~ n ~ 168.

In Tables III and IV we give solutions constructed for 69 ~ n ~ 168. These
are indicated in Table III by the rate of increase (from 7 to 19)associated with
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TABLE III. Rates of increase of solutions known for 69 ~ n ~ 168

n k = 14 n k = 15
69 7a, 8A, 9A, 10k, 11B+, 12F
70 7B, 8b, 9g, 10/, lIt
71 7B, 8e, 9h, 10m, llu, 12x
72 8d, 9D, lOn, 11C, 12y
73 8e, 9D, 10v, 11C, 12z
74 8f, 9D, lOp, 11C
75 10q, llv
769j
77 lOr
78 lOs, lIB
79 lIB

n k = 16
91 9D, 10M, llb+, 12F
92 9D, lOn, lIt, 13D, 15B
93 10v, llu, 12F, 13D, 15B
94 9;, lOp, 11C, 13D
95 10q, llC, 12x
96 llC, 12y
97 lOr, llv, 12z
98 10s
99 -
100 lIB
101 lIB

n k = 18
113 10v, llB+, 12z+, BE, 14P+

114 lOp, lIt, 12w, BE, 15C

115 10q, llu, 12F, 15C
116 llC, 14y, 15C
117 lOr, llC, 12F, 14cx
118 lOs, llC, 13D
119 llv, 12x, 13D
120 12y, 13D, 14P
121 12z
122 llB,15B
123 llB,15B

80 8d, 9h, 10/, llB+, 13D
81 8e,9D, 10m, lIt, 12F, 13D
82 8f, 9D, lOn, 11u
83 9D, lOv, 11C, 12x
84 lOp, llC, 12y
85 9j, 10q, llC, 12z
86 11v
87 lOr
88 10s
89 lIB
90 lIB

n k = 17
102 lOn, llb+, 12w
103 9j, 10v, lIt, 12F, 14cx
104 10p,11u
105 10q, llC, 12F, 13D
106 llC, 13D, 14P
107 lOr, llC, 12x, 13D, 15B
108 lOs, llv, 12y, 15B
109 12z
110
111 lIB
112 lIB

n k = 19
124 lOp, llB+, 12z+, 13t, 14P+,

15B+
125 10q, lIt, 12z+, BE, 14P+,

15B+,16F
126 llu, 12w, 13E, 14P+, 15B+
127 lOr, llC, 12F, 13t, 14P+, 15B+
128 10s,l1C
129 llC, 12F, 15C
130 llv, 14y, 15C
131 12x, 13D, 14cx,15C
132 12y,13D
133 lIB, 12z, 13D
134 lIB, 14P
]35
136
137 15B
138 15B
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TABLEIll. (continued)
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n k = 20
139 lIC, 12F, 13t, 14/1+, 15B+,

16F,17D
140 lIC, 13E, 14/1+, 15B+, 17D

141 lIv, 12F, 14/1+, 15B+, 16F
142 15B+
143 12x
144 lIB, 12y, 13D, 14y, 15C
145 lIB, 12z, 13D, 14a, 15C
146 13D,15C
147
148 14/1
149
150
151
152 15B
153 15B

n k = 21
154 14/1+, 15B+

155 lIB, 12x, 14/1+, 15B+, 16F
17D,19B

156 lIB, 12y, 15B+, 17D, 19B
157 12z, 13D, 15B+, 16F, 17D
158 13D,14y
159 13D, 14a, 15C
160 15C
161 15C
162 14/1
163
164
165
166
167 15B
168 15B

TABLEIV. Solution patterns referred to in Table III.

n
7k - 29 = 69 1 137 7 7 7 7 7 7 7 2 4 2 a
7k - 28 = 70 1 2 3 3 7 7 7 7 7 7 7 7 4 1 B
7k - 26 = 71 123 7 7 7 7 7 7 7 7 4 4 1 B

8k - 43 = 69 1 1 1 1 1 8 8 8 8 8 8 8 7 A
8k - 42 = 70 1 1 1 24 1 1 4 4 4 4 4 4 4 i }b1 1 2 6 8 8 8 8 8 8 5 2 4
8k - 41 = 71 1 1 1 3 8 8 8 8 8 8 8 2 5 ~ }c112 1 8 8 8 8 8 8 8 6 1
8k - 40 = 72 1 1 4 8 8 8 8 8 8 8 1 2 4 i }d1 2 2 2 2 2 2 2 19 1 19 1 16
8k - 39 = 73 1 2 1 3 8 8 8 8 8 8 8 5 4 1 e
8k - 38 = 74 1 1 1 32 5 4 4 4 4 4 4 4 3 3 f
9k - 57 = 69 1 1 1 1 1 1 1 9 9 9 9 9 9 8 A
9k - 56 = 70 121 2 9 9 9 9 9 9 4 3 2 g
9k - 55 = 71 1 1 2 6 9 9 9 9 9 5 6 3 h
9k- 54 = 72 1 2 3 4 4 9 9 9 9 9 5 5 1 D
9k - 53 = 73 1 1 2 4 4 5 9 9 9 9 5 5 5

~ }D1 1 5 5 9 9 9 9 9 4 4 4 3
9k - 52 = 74 1 1 5 5 5 9 9 9 9 9 4 4 3 D
9k - 50 = 76 143 4 9 9 9 9 9 9 5 1 2 2 } .

1 1 4 2 9 9 9 9 9 9 3 7 2 1 J
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TABLE IV. (continued)

n
10k - 71= 69 1 1 1 1 1 25 7 4 5 5 5 5 2 6 k
10k - 70 = 70 121 2 3 3 10 10 3 10 10 7 7 !V121 2 3 3 3 10 10 7 10 10 7
10k - 69 = 71 1 1 1 1 30 4 4 3 1 5 5 5 5 ~ }m1 1 1 1 1 1 1 9 10 10 10 8 9
10k - 68 = 72 1 1 5 1 10 10 10 10 10 3 2 4 3 2 n
10k - 67 = 73 121 2 3 3 3 10 10 10 10 10 7 0

10k - 66 = 74 121 2 3 3 10 10 7 10 10 7 7 P
10k - 65 = 75 1 1 1 1 30 3 6 5 5 5 5 5 3 4 q
10k - 73 = 77 131 3 4 10 10 10 10 10 6 3 4 n'1 157 2 10 10 10 10 10 3 4 1

121 2 3 3 10 10 10 10 10 7 7
10k - 62 = 78 167 1 10 10 10 10 10 3 4 2 3 s

11k - 85 = 69 1 135 5 11 11 11 6 6 6 1 ~ }B+1 1 1 3 5 5111111 6 6 6
11k - 84 = 70 1 1 1 1 5 7 2 9 11 11 8 3 6 4
11k - 83 = 71 1 1 2 2 3111111 11 4 8 1 i }u1 1 3 3 7111111 8 4 5 3
11k - 82 = 72 135 5 511 5 11 11 6 6 C
11k - 81 = 73 135 5 11 11 5 11 6 6 6 }c135 5 5 11 6 11 11 6 6
11k - 80= 74 135 5 11 11 6 11 6 6 6 C
11k - 79 = 75 167 3 11 11 11 11 4 4 1 3 v
11k - 76 = 78 135 5 511111111 6 6 B
11k - 75 = 79 135 511111111 6 6 6 B
12k - 104= 124 1 1 1 1 1 45 8 7 6 6 6 6 6 6 6 5 543 z+
12k - 103= 113 1 1 1 1 1 39 8 7 6 6 6 6 6 6 5 5 44 z+
12k - 102= 102 1 1 1 1 1 33 8 7 6 6 6 6 6 5 5 4 ; }z+, w1 1 1 1 1 42 1 1 7 6 6 6 6 6 6 5
12k - 101= 91 1 127 7 12 12 12 12 5 5 5 5 2 F
12k - 99 = 69 1 1 2 7 7 7 12 12 5 5 5 1 2 2 F
12k - 97 = 71 1 1 1 1 1 19 8 7 6 6 6 5 5 4 x
12k - 96 = 72 131 5 1 4 12 12 12 6 2 5 6 2 y
12k - 95 = 73 1 1 1 1 1 21 8 7 6 6 6 5 5 4 z
13k - 123= 124 1 1 1 3 6 6 6 6 13 13 6131313 7 7 711 E
13k - 122= 125 1 113 6 6 6 6 13 13 7 13 13 13 7 7 7 II}

1 1 1 3 6 6 6 13 13 13 6 13 13 7 7 7 7 1 1 E
1 1 4 6 6 6 6 13 13 6131313 7 7 7 1 1 1

13k - 121= 126 1 1 3 6 6 6131313 7 13 13 7 7 7 7 1 1
}E146 6 6 6 13 13 7131313 7 7 7 1 1 1

1 1 4 6 6 6131313 6 13 13 7 7 7 7 1 1 1
13k - 120= 127 1 1 4 6 6 6131313 7 13 13 7 7 7 7 1 1 E
13k - 116= 131 1 113 6 6 6 6 13 13 13 13 13 13 7 7 7 1 D
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TABLE IV (continued)
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n
13k - 115= 132

13k - 114= 133
. 14k - 142= 124
14k - 141= 125
14k - 140= 126
14k - 139= 127
14k - 136= 102
14k - 135= 103
14k - 132= 106

15k - 161= 124

15k - 160= 125

15k - 159= 126

15k - 158= 127

15k - 156= 114
15k - 155= 115

15k - 154= 116

1 1 1 3 6 6 6 13 13 13 13 13 13 7 7 7 7 1 1 }D
1 1 4 6 6 6 6 13 13 13 13 13 13 7 7 7 1 1 1
1 4 6 6 6 13 13 13 13 13 13 7 7 7 7 1 1 1 D

1 41 .9 8 7 7 7 7 6 6 6 5 5 4 P+
1 41 9 8 7 7 7 7 6 6 6 5 5 5 p+
1 41 9 8 7 7 7 7 6 6 6 5 5 6 p+
1 41 9 8 7 7 7 7 6 6 6 5 5 7 p+

1 1 1 35 6 3 8 7 7 7 7 6 6 4 y
1 1 1 31 9 8 7 7 7 6 6 6 5 5 a
1 1 1 1 34 9 8 7 7 7 6 6 6 SSp

1 1 1 4 7 7 7 15 15 15 15 8 8 8 8 1 1 1 1 }B+
1 1 1 1 4 7 7 7 15 15 15 15 8 8 8 8 1 1
1 1 1 4 7 7 7 15 15 15 15 8 8 8 8 I 1 1 2 }B+
2 1 1 1 4 7 7 7 15 15 15 15 8 8 8 8 1 1 1
I 1 1 4 7 7 7 15 IS 15 15 8 8 8 8 1 1 1 3 }B+
3 1 1 1 1 4 7 7 7 15 15 15 15 8 8 8 8 1 1
1 1 1 4 7 7 7 15 15 15 15 8 8 8 8 1 1 1 4 }B+
4 1 1 1 4 7 7 7 15 15 15 15 8 8 8 8 1 1 1
1 1 1 4 7 7 7 7 15 7 15 15 8 8 8 1 1 C
1 1 1 4 7 7 7 15 15 7 IS 8 8 8 8 II}
1 1 1 4 7 7 7 7 15 8 15 15 8 8 8 lIe
1 1 1 4 7 7 7 15 15 8 15 8 8 8 8 8 1 1 C

15k - 148= 122 1 1 1 4 7 7 7 7 15 15 15 15 8 8 8
15k - 147= 123 1 1 1 4 7 7 7 15 15 15 15 8 8 8 8

B
B

1 1
1 1

16k - 181= 139 1 1 2 2 9 9 9 16 16 16 7 7 7 1 2 2 2 F
16k - 179= 141 1 1 2 2 9 9 9 9 16 16 16 16 7 7 7 7 1 2 2 2 F

17k - 202= 138 1 1 1 9 9 9 9 17 17 17 8 8 8 8 8 4 1 1 1 1 D
17k - 201= 139

17k - 200= 140

19k - 244= 155
19k - 243= 156

1 1 1 9 9 9 9 9 17 17 17 8 8 8 8 4 1 1 1 1 }D
1 1 1 1 9 9 9 9 17 17 17 8 8 8 8 8 5 1 1 1
1 1 1 1 9 9 9 9 9 17 17 17 8 8 8 8 5 1 1 1 D

1 1 1 1 5 9 9 9 9 9 19 19 19 10 10 10 10 1 1 1 1 B
1 1 1 1 5 9 9 9 9 19 19 19 10 10 10 10 10 1 1 1 1 B

the solution, together with an identifying letter corresponding to a full solu­
tion given in Table IV; this in turn is usually the solution for the smallest
relative value of n that occurs in Table III. Capital letters refer to general
solutions mentioned in Section 8, and cover several values of n; lower case
letters refer to solutions with one parameter, listed separately in Table IV.
Table IV is arranged in groups according to rate of increase. The relative

rarity of solutions with rates of increase 14, 16 is notable, and is due to lack
of such solutions in the search area n ~ 68. Likewise other solutions with
increase ~ 12 are, in general, incomplete, for the same reason.
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10. Discussion

We can now survey our results, and see what can be added to Wichmann's
conclusions.

(i) The gap at n = 77 is now filled. Three solutions lOr were found for
n = 47, (n = 37 has too many solutions, and the rate of increase is too ill­
defined, for these to have been identified at this stage).
The first gap now appears at n = 99 and the next at n = 110; it is difficult

to forecast whether those may be expected to be filled. Table II, at n = 66,
shows that a relative scarcity of solutions can occur, and it seems probable
that eventual failure will occur. However the solutions give hope for extra
solutions in other cases, which might help to fill the gaps. Also the solutions
for increase 12 may not be all known yet-identification is still difficult near
n = 68. Gaps for n ~ 135 have less significance and indicate possibly con­
siderable lack of knowledge.

(ii) The solution 12zcame to light rather late, from an examination of the
2480 solutions from n = 61. Its form was very suggestive and a short search
resulted in 14oc,{3, the two best solutions in Table IV with increase 14. These
solutions do not form an obvious family of two-parameter solutions, but the
type would seem to be fairly general. The best one given 14{3 seems highly
effective, nothing as good for increase 16 has been found, while the best solu­
tion for increase 10 does not quite make the tables. Note that the first case
given for 14{3,n = 106, is the first that occurs; there is not one for n = 92
with one 7 fewer and 27 in place of 34.

(iii) Wichmann compares l(n) = max (k + 1) with .J3n, finding that
I(n) ~ [.Jjn] + 3 for every n, where [] indicates integral part. In fact his
construction gives l(n) ~ [.J3n] + 3 because starting with one of his best
solutions, which give l(n) ~ [.J3n], he adds in turn, 4 extra differences of
not more than n + 1 at one end. However before the fourth is needed, at an
increase 3n + 4 in n, the value of [.J3n] has always increased by a unit, as
he remarks. The increase occurs, in fact, when 3(no + ~n) first becomes a
square, where no = 4r(r + s) + 8r + 3s + 3.
Now in Wichmann's solution s = 2r + 1+ 8 where 8 = - 2, - 1, 0, 1, 2

for each particular value of r in turn. We then have

k = 6r + 8 + 3
3no = (6r + 8 +1l - 82 - !

whence

. 4q2 + 9
.J3rlo =:= k + t - t· 4k + 6
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The increase occurs when 3n just exceeds (6r + 8 + 5)2.
But
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so
(6r + 8 + 5)2 - 3no = 6r + 82 + 8 + 7,

82 + 8 + 7
bn = n - no ~ 2r + 3

Hence
bn = 2r + 3 for 8 = - 1, 0, 1
bn = 2r + 5 for 8 = - 2, +2

while the final, fourth difference is added in Wichmann's argument when
8n = 3r + 4 > 2r + 5 when r > 1.
Further, the solutions (C) of Section 8, show that when 8n = 2n + 1, the

two additional differences at one end of the basis can be replaced by a single
difference 2n + 1 in the middle of the basis, with a further pair of differences
of sum 2n + 2 at one end, if needed.
Combining these two arguments we find eventually that I(n) ~ [.J3n] + 2

for all n.
It is also of interest to examine the difference 3n - k2 for n ~ 168. This is

positive or zero throughout the whole range. Only for n = 147can it be equal
to zero, though this is perhaps unlikely. This suggests k ~ [.Jjn] as an aim
that might perhaps be achieved, though not if we ever reach a stage when
the gap, for given k, between qB and qC, (q = 4r + 3), is complete or large.
This gap contains 2r - 1values of n.
Finally, we may note that patterns (C) and (D) strictly alternate in taking

the lead for successive values of k, these provide a firm second rung in the
ladder of established solutions.

11. Unrestricted Difference Sets

For an outline of previous work we refer to Leech (1956), which gives
references and discusses and extends the work of Redei and Renyi. Leech suc­
cessfully constructed some interesting bases by combining simple unrestricted
bases with Singer's (1938) perfect difference bases to give larger bases. He
has also made a systematic search for the simpler bases, exhaustively to k = 7,
n = 18,with some beyond. Such a search seems much harder for unrestricted
than for restricted bases. Almost all the theory of constructing the larger
bases depends on the use of different cycles, usually perfect difference cycles,
though the more general difference cycles of Section 5 can also be used.
We have not extended the search for unrestricted bases, but, now that com­

plete results for restricted bases to n ~ 68 are available, it seems worth while
to extend the record of Leech (1956) beyond k = 11.
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The method used is that of "opening-up" judiciously one of the perfect
differences cycles; this was used by Leech (1956), and mentioned by O'Beirne
(1965).
Firstly, we note that every unrestricted set in which the range is less than

twice the span can be joined up at the ends to give a general difference cycle,
though not necessarily with minimum k.

Conversely we can cut a cycle at one of its points to give e.g.

This will be an unrestricted basis with n = b, + bi+ 1 - 1, for b, + bi+ 1 is
now unrepresented, and every split sum exceeds this, because it contains both
bi and bi+1•
We can also open up with overlap, e.g.

Then the first sum missing is b, + bi+ 1 ... + bi+ j = J1 so that the span is
n = hi + bi+1, ... + bi+j -1 = J1 -1. The number of elements is k + j = K

We simply need to list cycles and seek large J1 for given K.
Consider as an example the cycle given by Singer for qIX = 32, k = 10,

n = 91. From this cycle five others can be obtained by using multipliers. The
six cycles are:

n = 91 k = 10 2 6 18 22 7 5 16 4 10 (11.1)

3 9 11 6 8 2 5 28 18 (11.2)

4 2 20 8 9 23 10 3 11 (11.3)

4 3 10 2 9 14 16 6 26 (11.4)

5 413 3 8 7 12 2 26 (11.5)

6 9 11 29 4 8 2 3 18 (11.6)

The maximum sum of consecutive pairs is 46 in (11.2). If we split this pair
we get the unrestricted set

n = 45 k = 10 18 1 3 9 1 6 8 2 5 28

which compares with n = 43, k = 10for restricted sets. The best sum of three
consecutive elements is 51 also in (11.2) which does not help us. The best
sum of four consecutive elements, however, is 62 in (11.4) which gives, with
an overlap of two

n = 61 k = 12 16 6 26 1 4 3 10 2 9 14 16 6

which compares with n = 58, k = 12 for restricted sets.
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The Table V below gives known solutions that surpass the restricted bases
in span-the best for n to 68, and the best known, the Wichmann bases, for
greater n up to the limit of Table III.
An outstanding problem is to find, or disprove the existence of, a basis

with k = 8, n = 30.

TABLE V.Unrestricted differencebases

k n BasesR

6 18

7

9

10

11

12 61
60
59

13 70
69

15 93
91

17 113
18 127

24

37

45

51

24
25
31
31

6 3 1 752
8 1 3 652
14 1 3 6 2 5
13 1 2 5 4 6

39 8 10 327 8

73
64

16 1 11 8 6 4 3 2 22
7 15 5 1 3 8 2 16 7

91 18 3 9 11 6 8 2 5 28

83 4 7 6 3 28 2 82 8 14

113
133
108

16 6 26 1 4 3 10 2 9 14 16 6
35 1 8 10 5 7 21 4 2 11 3 26
8 9 23 10 3 11 4 2 20 8 9

127
131

14 16 6 26 1 4 3 10 2 9 14 16 6
8 9 23 10 3 11 1 4 2 20 8 9 23

175
210

20 9 13 35 1 4 7 3 16 2 6 17 20 9 13
27 42 3 4 11 2 19 12 10 16 8 1 5 23 27

206
247

24 6 22 10 11 18 2 5 8 1 3 23 24 6 22 10 11
11 8 10 35 31 1 4 20 2 12 3 6 7 33 11 8 10 35

These are originally due to John Leech.

It may be of interest to note that John Leech's basis with k = 131,N = 6539
has a span exceeding the Wichmann span, N = 5850, by as much as 689.
This is based on a more spohisticated construction, which he describes (1956),
and is the best of many he found, the smallest has n = 199.

12. What I have tried to do in this account is to show how the use of a
computer can provide a certain amount of material for discussion and thought
in problems of this nature. The results in mathematical terms have not added
a great deal to what is known of these problems, but the search itself has
been interesting and has helped to provide material for student problems!
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Many problems still remain, it is hoped to continue machine searches­
in a more selective way for the restricted difference sets, but a comprehen­
sive attack on the general difference cycles, and unrestricted difference sets
for small n would also be of interest.
My thanks are due to John Leech, for useful criticism of this account,

and for various additions to the results quoted.

Appendix A.

Condensed Proof of Wichmann's Difference Basis

Indices indicated repeated differences, which are ordered.

Thus
123 7 7 7 7 441

becomes

Proof is arranged so that for q = 4r + 3, n = mq + t, each fixed value of
t is treated separately as m varies. We use standard moves, or operations, and
exchange moves, repetitively, so that condensed description is possible. The
number of repetitions, each involving unit increase in m, that is, an increase
q in n, is indicated in parentheses; a zero increase sometimes occurs on ex­
change. A complete line covers fixed t, and indicates representations for
t + mq, q = O(1)r + s - 1 or r + s; moves are listed from left to right in the
table.
We use r = 2a and r = 2b - 1 to separate even and odd cases.

MOVES

M Add (2r + 1)2 and 1
N Add (2r + 2)2 and remove 1
P Add (4r + 3)
Q Add (2r + 1) and (2r + 2)
S = S(O) Shift or slide, without change of m, from one end to other of a

group (2r + 2Y+1, (4r + 3)S, or (1'(r + 1))(2r + l)'.
X Change ends, e.g.

It (r + 1) (2r + 1)" = (2r + 2)" It-"+,+ 1

Particularly
X(O) It-1 (r + 1) (2r + IY = (2r + 2)' It



THREE PROBLEMS IN ADDITIVE NUMBER THEORY 321

XCI) It-a-1 (2a + 1) (4a + I)2a (Sa + 3l to
(4a + 1) (Sa + 3y (4a + 2)2a+1 It-a, with increase q = Sa + 3.

PROOFS

Basis I2a (2a + 1) (4a + 1)2a (Sa + 3)S (4a + 2)2a+1 I2a
N = (2a + s + 1) (Sa + 3) + 2a k = s + Sa + 2

Range.in t Start Moves

(0, a) It on Right N(t)SP(s)Q(2a+ 1- 2t)M(t)
(a+ 1, 2a) It on Right N(a)X(O)P(s)X(1)M(a)

(2a+ 1, 3a+ 1) It-2a-1(2a+ 1) M(a)P(s)N(a)
(3a+2, 4a+ 1) It-2a-1(2a+ 1) M(4a+ I-t)SP(s)Q(2t-6a-2)N(4a+ 1- t)
(4a+2,5a+2) (4a+2)lt-2a-2 N(t-4a-2)SP(s)Q(lOa+4-2t)M(t-4a-2)
(5a+3,6a+2) (4a+2)lt-2a-2 N(a)P(s)M(a)
(6a+3, 7a+2) It-6a-2(2a+ 1)(4a+ 1) M(a-l)X(I)P(s)X(O)N(a)
(7a+3, 8a+2) It-6a-2(2a+ 1)(4a+ 1) M(8a+2-t)SP(s)Q(2t-14a-5)N(8a-t-3)

Basis I2b-1 (2b) (2b _I)2b-1 (Sb _I)S (4b)2b I2b-1

N = (2b + s) (Ss + 1) + 2b - 1 k = s + Sb - 2

Range in t

(0, b)
(b+ 1, 2b-l)

(2b,3b-l)
(3b,4b-l)
(4b,5b-l)
(5b,6b-l)
(6b,7b-l)
(7b,8b-2)

Start

It on Right
It on Right
tt-2b(2b)
It-2b(2b)
(4b)1t-4b
(4b)lt-4b

It-6b+ 1(2b)(4b-l)
It-6b+ 1(2b)(4b-l)

Moves

N(t)SP(s)Q(2b- 2t)M(t)
N(b)P(s)M(b)
M(b-l)X(I)P(s)X(O)N(b-l)
M(4b-l- t)SP(s)Q(2t- 6b-l)N(4b-l- t)
N(t-4b)SP(s)Q(10b-2t-l)M(t-4b)
N(b-l)X(O)P(s)X(1)M(b-l)
M(b-l)P(s)N(b)
M(8b- 2- t)SP(s)Q(2t-14b+ 2)N(8b- t-l)
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A Natural Generalization of Steiner Triple Systems

N. S. MENDELSOHN

University of Manitoba, Winnipeg, Canada

1. Introduction and Summary

In the Atlas Symposium No.1, Knuth (1970) showed how a computer could
be used for solving word problems in universal algebras. This led the present
author to a series of studies on the use of groupoids in combinatorial design.
Computer computations for a number of small values of the parameters led
to a series of number theoretic models of appropriate groupoids. This paper
describes a successful end result for generalizations of Steiner Triple Systems
although the heuristic use of the computer in leading to the final result is not
described.
Let S be a set of v elements. Let T be a collection of b subsets of S, each of

which contains three elements arranged cyclically, and such that any ordered
pair of elements of S appears in exactly one. cyclic triplet (note the cyclic
triplet {a, b, e} contains the ordered pairs ab, be, ea but not ba, eb, ae).When
such a configuration exists we will refer to it as a generalized triple system.
Where ambiguity is impossible we will often refer to a generalized triple
system simply as a system. If we ignore the cyclic order of the triples a
generalized triple system is a B. I. B. D. with parameters

v, k = 3, A.= 2, b = v(v - 1),
3

r=v-l.

It is shown that not every B. I. B. D. with these parameters is a generalized
triple system. In the case where v == 1 or 3 mod 6, one can always construct
such a generalized triple system by simply taking a Steiner triple system for
the same value of v and using each triple twice, once in each of the two
possible cyclic .orders. It is also shown that not every generalized triple system
of odd order can be separated into two Steiner triple systems. A construction
is given for a generalized triple system for any v ~ 2 mod 3 with the exception
of v = 6, a value for which the system does not exist.
Next we introduce the notions of simplicity and purity. A generalized

323
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triple system is called simple if no proper subset of its triples forms a system.
Such a system is called pure if no triple appears more than once when cyclic
order is ignored. If p is a prime congruent to 1 mod 3 a system with v =p is
constructed which is pure and simple. For p an odd prime which is congruent
to 2 mod 3 the corresponding pure and simple system is constructed with
v =p2.
Sometimes generalized triple systems can be decomposed into Steiner

triple systems. It is shown here that the pure and simple system of order p for
. . (p - 1)

P == 1 mod 3 which has been constructed, can be separated into two 6

collections of triples

with the following properties. Each block Ai or Ai* contains p triples which,
in fact, are all the translates of a single triple i.e. a block Aj or A/ will consist
of triples {a + i, b + i, c + i} for i = 0,1,2, ... ,p -1. Furthermore, each of
h 2(p-l)/6 f p(p - 1) . I C C C h C At e sets 0 6 trip es 1 u 2'" U (p-l)/6 were i = i

or C, = Ai * is a Steiner triple system.
Finally, we show that. with respect to the automorphism group, two

extremes may occur; systems whose automorphism group is doubly transitive
on points and systems having only the identity automorphism.

2. Algebraic Representation of Generalized Triple Systems

Let S be a set of v elements for which the generalized triple system exists.
Let {a, b, c} be any such triple. Since the ordered pair (a, b) uniquely
determines c we can introduce a binary operator (denoted simply by
concatenation) such that any distinct pair a, b uniquely determines an
element c such that ab = c, where c =f:. a, c =i= b. Now the same triple is
uniquely determined by the ordered pairs (b, c) and (c, a). Hence, ab = c
implies be = a and ca = b. Substituting for c we obtain b(ab) = a and
(ab)a == b. Leaving aside for a moment the definition of a2 suppose now we
have any groupoid S with a single binary relation b(ab) = a for all a, bin S.
It follows that b = (ab) (b(ab)) = (ab) a. The further condition that a, band
ab are distinct when a =f:. b will now yield the following. Suppose ab = ac
then (ab) a = (ac) a or b = c. Hence we have a left cancellation law and in the
same way we have a right cancellation law. Suppose now that aa = x, Then
a = a(aa) = ax. But if x =f:. a then ax =f:. a, a contradiction. Hence a2 = a.
Conversely, the identities a2 = a and a(ba) = b imply that if a =f:. b then
ab =f:. a and ab =f:. b. Hence we can quote the following theorem, which has
just been proved.
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THEOREM 1. Let S be a set of elements for which a generalized triple system
exists. If we define a binary operation a . b = c if and only if {a, b, c} is one of
the cyclic triples then (S, .) is a quasi-group satisfying the identities

a(ba) = b (1)

(2)

Conversely, let (S, .) be any groupoid satisfying the identities a(ba) = b, a2= a.
Then we have that (S, .) is a quasigroup and if a =I- b then ab =I a, ab =I band
from the elements of S a generalized triple system can be constructed by
assigning to the orderedpair (a, b) the unique cyclic triple {a, b, a' b}.

Suppose now we have a generalized triple system on v elements ai' a2,' .. , avo
Since the pair a.; aj appears only in the cyclic blocks {ai' aj' aiaj} and
{aj' a.; ajaJ, then ignoring cyclic order each pair of elements lies in exactly
two blocks. Also an element ai lies in exactly v-I of the blocks namely
{ai' ai' aiai}, {ai' a2' aia2}, {ai' ai-i, aiai-i}' {ai' ai+i, aiai+i},
{ai'a.,aiav}' Hence, ignoring cyclic order the blocks form a B. I. B. D. with

k 3 ' 2 b v(v - 1) S' b' .parameters v, = ,I\. = ~r = v-I, =. .3 . mce IS an integer,

v "¢ 2 mod 3. If v == 1 or v == 3 mod 6 one can always construct a trivial
generalized triple system from the corresponding Steiner system as shown in
the introduction. Generalized triple systems can be constructed in various
ways as is shown below. The system can be displayed by the multiplication
table of the groupoid. If the elements of S are 1, 2, 3, 4, ... v, the multipli­
cation table is a v by v latin square with the entry in the ith row, jth column
being i 'j.

3. Illustrative Examples

We consider here small values of v t= 2 mod 3 and indicate various possi­
bilities

v = 3; The only multiplication table is given by

3 2
321
2 3

corresponding to the cyclic triplets {I, 2, 3}, {I, 3, 2}.
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v = 4; The multiplication table is uniquely determined (apart from trans­
posing the matrix) and is given by

342
421 3
243
3 124

corresponding to the cyclic triplets {I, 2, 3}, {I, 3, 4}, {I, 4, 2}, {2,4, 3}.

v = 6; This case is interesting. An exhaustive enumeration shows that no
generalized triple system exists. However, the corresponding B. I. B. D. with
v = 6, k = 3, A. = 2, r = 5, b = 10 exists as follows (the triples are not
cyclically ordered):

(1,2,3), (1,2,4), (1,3,6), (1,4,5), (1,5,6), (2,3,5), (2,4,6), (2,5,6),
(3, 4, 5), (3, 4, 6).

That this design cannot have its triples cyclically arranged so that each ordered
pair appears exactly once can be seen as follows:

{I, 2, 3} implies {I, 4, 2}, and {2, 5, 3}. Also {I, 4, 2} implies {I, 5, 4};
{2, 5, 3} implies {3, 5, 4}. But we have now reached a contradiction since
the ordered pair 5,4 appears in the two cyclic triplets {I, 5, 4} and {3, 5, 4}.

v = 7; Many multiplication tables are possible. In all cases the design can be
separated into two Steiner triple systems. We illustrate two such non­
isomorphic systems.

I II

1 3 2 5 6 7 4 6 4 2 7 5 3

3 2 6 7 4 5 4 2 7 5 3 6

2 1 3 7 4 5 6 7 5 3 1 6 4 2

7 6 5 4 2 3 3 1 6 4 2 7 5

4 7 6 3 5 1 2 6 4 2 7 5 3 1

5 4 7 2 3 6 2 7 5 3 1 6 4

6 5 4 2 3 7 5 3 6 4 2 7

Concerning these systems we note the following.
(a) Both systems can be separated into two Steiner triple systems.
(b) If we ignore cyclic order I has repeated blocks, whereas II does not have
such blocks.
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(c) I and II are not isomorphic since I has a subsystem of order 3 while II has
no proper subsystems.

It is also interesting to note that if we start with two Steiner triple systems
of order 7 on the same seven elements it is not always possible to arrange the

. blocks in appropriate cyclic orders to form a generalized triple system. As an
example: if S1 consists of the triples (1,2,4), (2,3,5), (3,4,6), (4,5, 7),
(5,6, 1), (6, 7, 2), (7, 1,3) and S2 consists of the triples (1,2,5), (2,3,4),
(3,5,6), (5,4, 7), (4,6, 1), (6, 7, 2), (7, 1,3), it is impossible to reorient
these triples to form a generalized triple system.

v = 9; Here a new phenomenon appears. We show the existence of two distinct
types of system. In the first type the system cannot be separated into two
Steiner triple systems. In the second type such a separation is possible. For
each type there are several non-isomorphic designs. As the second type is
much the same as in the case v = 7 an example will not be shown. The follow­
ing table illustrates a system of the first type.

3426789 5
4 2 . 1 3 9 8 5 6 7

2 4 3 1 7 9 6 5 8

3 2 4 8 5 9 7 6

9 7 8 6 5 3 4 2

5 8 7 9 4 6 2 3

6 9 5 8 2 3 7 1 4

7 6 9 5 3 2 4 8

8 5 6 7 1 4 2 3 9

That the system cannot be separated into two Steiner triple systems S1 and
S2 can be seen as follows. The system contains the four triples {I, 2, 3},
{I, 3, 4}, {I, 4, 2}, {2,4, 3}. Suppose now that {I, 2, 3} E S1. It follows that
{I, 4, 2}, {I, 3, 4} are in S2. But now {2,4, 3} cannot lie in either of S1 or S2.

4. Extension of Systems

In this section it will be shown how to embed a system of order v into a
larger system. The embeddings will allow us to prove the main result, namely;
a generalized triple system exists for all v ¢ 2 mod 3 except for v = 1 and
v = 6. The ideas in this section are due to R. G. Stanton. In particular,
Theorems 2 and 4 are due to him.
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First we note the following. Let T be a generalized triple system on the
elements 1, 2, ... , v, v + 1, v + 2, ... u. Suppose the triples of T which are
made up from the elements of the subset {I, 2, ... , v} themselves form a
generalized triple system S, and let V be the remaining triples of T. We have
T = Su V, and call T an extension of S. Now if S* is any generalized triple
system on the set {I, 2, ... , v} then it is readily seen that T* = S*u V is a
generalized triple system. This is essentially because each triple of the set V
has at most one of its elements in the set {I, 2, ... , v}. This implies that to
embed a generalized triple system S in a larger system T we need pay no
attention to the triples belonging to S.
In terms of the multiplication table of the quasigroup corresponding to the

extension T of S its appearance is as in Fig. 1.

A

D

B

c

FIGURE1

Here A is a square matrix of size v x v corresponding to the system S.
B is of dimension v x (u - v), C of dimension (u - v) x v, and D of
dimension (u - v) x (u - v). It is readily seen that if the matrix D has all its
entries filled in, then the identities a(ba) = band (ab)a == b completely deter­
mine the entries in the submatrices Band C. For the matrix D we will refer to
the diagonals parallel to the main diagonal of D as the 1st, 2nd, ... , (u - v)th
diagonal. In particular, the ith diagonal will contain consecutively the cells-

(v + 1, v + i), (v + 2, v + i + 1), (v + 3, v + i + 2), ... , (u - i + 1, u),
(u - i + 2, v + 1), ... , (u, v + i-I).

THEOREM 2. A generalized triple system on v elements can be extended to a
system on 2v + 1 elements.
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Proof The entries of the matrix D are taken as follows. The first diagonal
contains the entries v + 1, v + 2, v + 3, ... , 2v + 1. Also, for i = 2,3, ... ,
v + 1 the entries in the ith diagonal are all taken to be i. As an illustration the
following table shows an extension of a system on four elements to one on
nine elements.

1 3 4 2 6 7 8 9 5
4 2 1 3 7 8 9 5 6
2 4 3 1 8 9 5 6 7
3 1 2 4 9 5 6 7 8

9 8 7 6 5 1 2 3 4
5 9 8 7 4 6 1 2 3
6 5 9 8 3 4 7 1 2
7 6 5 9 2 3 4 8 1
8 7 6 5 1 2 3 4 9

THEOREM3. A generalized triple system on v elements can be extended to a
system on 2v + 4 elements.

Proof Choose the entries of D as follows. The 1st diagonal has entries
v + 1, v + 2, ... , 2v + 4. The second diagonal contains the entries, v + 4,
v + 5, ... , 2v + 4, v + 1, v + 2, v + 3. The third diagonal contains the entries
2v + 4, v + 1, v + 2, ... , 2v + 3. The (v + l)th diagonal contains the entries
2v + 3, 2v + 4, v + 1, v + 2, ... , 2v + 2. There remain v diagonals. Fill any

1 3 2 7 8 910 4 5 6
3 2 1 9 10 4 5 6 7 8
2 1 3 10 4 5 6 7 8 9

8 6 5 4 7 10 1 9 2 3
9 7 6 3 5 8 4 1 10 2
10 8 7 2 3 6· 9 5 1 4
4 9 8 5 2 3 7 10 6 1
5 10 9 1 6 2 3 8 4 7
6 4 10 8 1 7 2 3 9 5
7 5 4 6 9 1 8 2 3 10

1 3 2 9 10 4 5 6 7 8
3 2 1 10 4 5 6 7 8 9
2 1 3 7 8 910 4 5 6

6 5 8 4 7 10 3 9 1 2
7 6 9 2 5 8 4 3 10 1
8 7 10 1 2 6 9 5 3 4
9 8 4 5 1 2 7 10 6 3
10 9 5 3 6 1 284 7
4 10 6 8 3 7 1 2 9 5
547 6 9 3 8 1 2 10



330 N. S.MENDELSOHN

one of these diagonals with the entry 1, a second diagonal with the entry 2, a
third diagonal with the entry 3, etc. The above two tables illustrate the
case for v = 3.

THEOREM4. Ifo == 1or 4 mod 6 and a generalized triple system on v elements
exists, then the system can be extended to one on 2v + 2 elements.

Proof The construction is identical for either case. The matrix D is filled as
follows. The first diagonal has successively the elements v + 1, v + 2, ... ,
2v + 2. The second diagonal is filled with 1's: the fourth with 2's; the fifth
with 3's; ... , the v + 1st with (v - l)'s. This leaves unfilled the 3rd and
(v + 2)nd diagonal. These are filled as follows: v + 2 is placed in cell
(v + 1, v + 3); v + 5 in cell (v + 4, v + 6); v + 8 in cell (v + 7, v + 9) etc.;
(here we are working mod (v + 2) using residues v + 1, v + 2, ... , 2v + 2).
This has filled in v + 2 entries, some in the third diagonal and some in the
(v + 2)th. There remains v + 2 unoccupied cells. These are filled in with
2v + 2. The proof that this construction works is a straightforward verification
of the identity a(ba) = a for the 3rd and (v + 2)nd diagonal of D. Three
tables for v = 4, 7, 10 are given below to illustrate the construction.

6 7 8 9 10 5

8 9 10 5 6 7

9 10 5 6 7 8

10 8 9 7 5 6
- -- - -- --

10 8 7 9 5 1 6 2 3 4
- - - - -

5 9 8 10 7 6 1 4 2 3
-- -- -- -- -

610 9 8 3 5 7 1 4 2
-- - - -- -

7 5 10 6 2 3 4 8 1 9
-- - - - -

8 6 5 7 4 2 3 10 9 1
-- -- -- -- -

9 7 6 5 1 4 2 3 8 10
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THEOREM5. A generalized triple system exists for all v =1= 2 mod 3 except for
v = 1 and v = 6.

Proof. The cases v == 0 and v == 1 mod 3 can be broken up into v == 1
mod 6, v == 3 mod 6, v == 4 mod 6; v == 0 mod 12 v == 6 mod 12.

16 11 12 10 14 15 13 8 9

16141312111015 8 l' 9 1 2 1 3 141-5 1-61-7

8 1514,13121116 10 9-1 1-71-21-3 -41-51-6

9 161514131211 6 8101-1 1-71-2 -31-4\-5

10 8 16151413 9 5 -6 -71111-1 112-21-3\-4

11 9 8 16151410 4 S 6113JU1-1 ,-71-21-3
1210 9 8 161514~ 415 61"f13-1 i 71-2
131110 9 81612 2 3 -41_51 61 7 141-1 15

14121110 9 8 13 7 2 31 41 51 6 16115 I

151312II 10 9 8 I 12j314IS-61"i16

9 10 11 12 13 14 15 16 8

11 13 13 14 15 16 8 9 10

12 13 14 15 16 8 9 10 11

13 14' 15 16 8 9 10 11 12

14 15 16 8 9 10 11 12 13

15 16 8 9 10 11 12 13 14

For v == 1 mod 6, v == 3 mod 6 the trivial generalized triple system can be
constructed from the corresponding Steiner triple system. The case v = 4 has
been given in Section 3, the case v = 12 can be constructed from v = 4 using
Theorem 3, the case v = 18 can be constructed from v = 7 using Theorem 3.
We now have sufficient initial cases for an induction. We need only consider
v == 4 mod 6, v == 0 mod 12, v == 6 mod 12.
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12 13 14 15 16 17 18 19 20 21 22 11

14 15 16 17 18 19 20 21 22 11 12 13

15 16 17 18 19 20 21 22 11 12 13 14

16 17 18 19 20 21 22 11 12 13 14 15

17 18 19 20 21 22 11 12 14 13 15 16

18 19 20 21 22 11 12 13 14 15 16 17

19 20 21 22 11 12 13 14 15 16 17 18

20 21 22 11 12 13 14 15 16 17 18 19

21 22 11 12 13 14 15 16 17 18 19 20

22 14 15 13 17 18 16 20 21 19 11 12

12 ~I 3 4'-51~
I-- -:-

22 20 19 18 17 16 15 14 13 21 11 1 8 9 10

11 21 20 19 18 17 16 15 14 22 13 12 1 10 2 3 41 51 6 7 8 9

12 22 21 20 19 18 17 16 15 14 9 11 13 1 10 2 31 4 5 6 7 8

13 11 22 21 20 19 18 17 16 12 8 9 10 14 1 15 21 3 4 5 6 7

14 12 11 22 21 20 19 18 17 13 7 8 9~ 15 1 10 I 21 3 4 5 6

15 13 12 11 22 21 20 19 18 17 6 7 8 9 14 16 1 10 2 3 4 5

16 14 13 12 11 22 21 20 19 15 5 6 7 8 9 10 17 1 18 2 3 4

17 15 14 13 12 11 22 21 20 16 4 5 6 7 8 9 19 18 1 10 2 3

18 16 15 14 13 12 11 22 21 20 3 4 5 6 7 8 9 17 19 1 10 2

19 17 16 15 14 13 12 11 22 18 2 3 4 5 6 7 8 9 10 20 1 21

20 18 17 16 15 14 13 12 11 19 10 2 3 4 5 6 7 8 9 22 21 1

21 19 18 17 16 15 14 13 12 11 1 10 2 3 4 5 6 7 8 9 20 22

Case 1. v == 4 mod 6. Either v == 4 mod 12 or v == 10 mod 12. If
v = 4 + 12u then v = 2(6u + 1) + 2 and the result follows from Theorem 4.
If v = 10 + 12u, v = 2(6u + 4) + 2 and again Theorem 4.yields the required
result.

Case 2. v == 0 mod 12. Here v = 12u = 2{6(u -1) + 4} + 4 and the
theorem follows from Theorem 3.
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Case 3. v == 6 mod 12, v > 6. Here v = 12u + 6 = 2(6u + 1) + 4 and the
theorem follows from Theorem 3.

It will be noted that Theorem 2 has not been used in the proof of Theorem 5.
Nevertheless, it is very useful in connection with the notion of a pure system
which is discussed in the next section. We note that, if a system of order v is

. pure then so is the system of order 2v + 1which is constructed using Theorem 2.

5. Purity and Simplicity

A generalized triple system is called pure if, when considered as a B.I.B.D.,
all its triples are distinct. A system on v elements is called simple if it does not
contain a sub-system on u elements U < v.
To discuss these properties the use of the representation of the system by a

groupoid with identities (ab)a = b, a2 = a is appropriate. A system is pure if
the corresponding groupoid is such that ab =1= ba if a =1= b. The system is
simple if any two of the elements of the groupoid generate the whole
groupoid.

THEOREM6. If P == 1 mod 3, where p is prime, there is a generalized triple
system on p elements which is both pure and simple.

Proof Sincep == 1 mod 3, - 3 is a quadratic residue. Hence A2 = A-I has
a solution in GF(p). Let the elements of a system be the integers mod p and
define a . b = Aa+ (1 - A)bwhere A2= A-I. It is immediately verified that
(ab)a = band a2 = a. Now if a . b = b . a, Aa+ (1 - A)b = A.b + (1 - A)a
or (2A - l)a = (2A - l)b. Now if 2A - 1 = 0 then from A2= A-lor
4A2 = 4A - 4 we obtain 1 = - 2 or 3 = 0, a contradiction. Hence 2A - 1 =1= 0
or a = b. Hence, the system is pure.
It is now shown that the whole quasigroup is generated by two distinct

elements a and b. A direct computation shows that a(a(ab)) = 2a - b. Hence
from any two distinct elements a and b be can generate 2a - b. Hence we can
generate successively

2a - b from a and b;
4a - 3b from 2a-b and b;
8a - 7b from 4a - 3b and b.

Pur a = b + u, u =1= O. We then have generated

b,b + u,b + 2u,b + 4u,b + 8u, ....
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Again from b + 2'u and b + 2' +1we generate

2(b + 2r+ 1 u) - (b + 2' u) = b + 3(2' u).

From b + 3(2' u) and b + 2' u we generate

2(b + 3(2' u») - (b + 2' u) = b + 5(2' u).

Inductively, from b + (2k + 1)2r u and b + (2k - 1)2' u we generate

2{b + (2k + 1)2ru} - (b + 2k -1)2'j) = b + (2k + 3)2'u.

In particular, for r = 0, we have generated

b, b + u, b + 3u, b + 5u, b + 7u, b + 9u, ....

Now if b + (2r + 1)u = b + (2s + 1)u it follows that 2r + 1 == 2s + 1
modp or r == s modp. Hence, b + u,b + 3u,b + 5u, ... ,b + (2p -1)u are
all the elements of GF(p). Hence our system is simple.

COROLLARY.Since every element of GF(p) can be represented by
b, b + u, b + 2u, , b + (p - 1) u we have that band b + u generate
b + iu(i = 0, 1,2, ,p -1).

. This will be used in the next theorem.

THEOREM7. If P == 2 mod 3, where p is prime, there is a generalized triple
system on p2 elements which is both pure and simple.

Proof. If p == 2 mod 3 and p is prime then - 3 is a quadratic non-residue.
Hence x2 - x + 1 is irreducible over GF(p) (If p = 2, x2 - X + 1 is also
irreducible). Hence we may consider the elements of GF(p2) as the set of all
u + ;'V where u and v are integers modp and ;,2 = ;, - 1. Now construct a
quasigroup whose elements are those of GF(p2) with binary operator
a· b = ;'a + (l - ;')b and ;,2 = ;, - 1. As in Theorem 6, (ab)a = b, a2 = a
and the corresponding system is pure.
Now let a and b be any two elements of the quasigroup. We show that

a and b generate the whole quasigroup. The argument of Theorem 6 and the
corollary show that from a and b with a = b + u we can generate all the
elements

b,b + u,b + 2u,b + 3u, ... ,b + (p - l)u.
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Again a' b = Aa + (1 - A) b = A(b + u) + (1 - A) b = b + AU. As in the
corollary to the previous theorem from band b + AUwe can generate

b,b + AU,b + 2AU, ... ,b + (p -1)Au .

. From b + ru and b + SAU(where rand s are integers modp) we can generate
2(b + ru) - (b + SAU)= b + (2r ., SA) u. As r ranges over all residues modp
so does 2r. Hence we can generate b + (r + SA)Uwhere rand Sare any integers
modp. The elements b + (r + SA)U yield all the elements of GF(p2).
While the argument of the last paragraph is not valid for p = 2, the

theorem is still valid as can be seen from inspecting the system with v = 4.

THEOREM 8. If a pure system on v elements exists then there is a pure system 011

2v + 1 and 2v + 4 elements.

Proof The constructions of Theorems 2 and 3 generate pure systems from
pure systems.

6. Decompositions into Steiner Triple Systems

A generalized triple system on an odd number of elements does not
necessarily separate into two Steiner triple systems. However, a question of
some interest is whether one can extract and in which ways a Steiner triple
system from a generalized triple system.
First let us look at a collection S of unordered triples on a set of v elements.

We say that two triples are compatible if they have at most one element in

common, otherwise they are incompatible. Now let S be a set of v(v ~ 1)

pairwise compatible triples on a set of v elements. We assert that S is a
Steiner triple system. Indeed, the condition of pairwise compatibility implies
that each pair of elements lies in at most one triple. To find the average
number of appearances of a pair in a triple in the set S one notes that each
. I . 3' d h . h 11 . S h v(v-I) .tnp e contains pairs an ence m t e co ection t ere are 2 pairs.

The total number of pairs taken from v elements is v( v ; 1). Hence the

. average number of appearances of a pair is one. Hence, each pair appears
exactly once, so that S is a Steiner triple system.
In this section our triples will be taken from the elements of GF(p).

If {a, b, c} is a triple the collection of p triples {a + i, b + i, c + i} i = 0,
1,2, ... p -1 will be called the set of translates of {a, b, c}. Obviously the set
of translates is determined by anyone of its triples.
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THEOREM9. Let p == 1 mod 3, p prime. Let T be the generalized pure and
simple triple system defined in Theorem 6, i.e. the system whose cyclic triples
are given by {a, b, Aa + (1 - A)b} where A2 = A-I modp. Then T can be

partitioned into p ; 1 subsets At,At*,A2,A2*, ... ,A(P-t)/6,Atp-1)/6 with

the properties:

(1) Each Ai' or Ai* consists of the p translates of a cyclic triple.

(2) For any triple in Ai the only triples incompatible with it lie in Ai*.

(3) The 2(p-l)/6 sets of triples Ct U C2 U ... U C(p-l)/6 where each Ci = Ai
or = Ai*ci=A; are all Steiner triple systems.

Proof. First, note that putting a· b = Aa + (l - A)b with A2 = A-I, we
obtain that if a· b = c then (a + 1)· (b + 1) = c + 1. Hence, the translates
of any cyclic triple in T also belong to T.
Next note that any triple {a, b, Aa + (1 - A)b} is compatible with its trans­

lates. For let {a + t, b + t, Aa + (1 - A) b + t} be any translate with t =F O.
Now if b = a + t then a =F b + t, a =F Aa + (1 - A)b + t, Aa + (l - A) b =F
b + t, Aa + (1 - A) b =F Aa + (1 - A) b + t for it is easily verified that if any
of the stated inequalities were equalities then A = 0 or A = 2 or A = 1 all of
which contradict A2 = A-I.
Thirdly, we show that all of the triples in T which are incompatible with

{a, b, Aa + (l - A)b} are in a single set of translates. In fact, the triples in T
which are incompatible with {a, b, Aa + (1 - A)b} are {b, a, Ab + (l - A)a}
{a,Aa + (1 - A)b, (A + l)a - Ab} and {Aa + (1 - A)b,b, (A -1)a +
(2 - A)b}.
If we translate {b, a, Ab + (1 - A)a} by A(a - b) we get {Aa + (1 - A) b,

(A + I) a - Ab, a}, and if we translate {b, a, Ab + (l - A) a} by (A - 1) (a - b)
we obtain {(A -1)a + (2 - A)b,Aa + (l - A)b,b}.
Fourthly, let U be the set of translates of {a, b, Aa + (1 - A) b} and let U*

be the set of translates of {b, a, Ab + (1 - A) a}. The same argument used in
the previous paragraph will show that all the triples which are incompatible
with any triple in U are in U*.
We now proceed as follows. Let {a, b, Aa + (1 - A) b} be a triple of T.

Let At be the set of all translates of {a, b, Aa + (1 - A) b} and A1 * be the set
of all translates of {b, a, Ab + (1 - A) a}. This uses up 2p of the triples of T.
Let {c, d, AC+ (1 - A)d} be a triple not in At or A1 * then {d, c, Ad + (1- A)C}
is not in At or At * by the result of the previous paragraph. Let the translates
of these for the sets A2 and A2 *. Continue, obtaining
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Now let S = C1 U C2 U ... U C(p-I)/6 where C, = Ai or C, = Ai*.

Th S . f pep - 1) . . ible tri I H S . S·en consists 0 6 pairwise compati e trip es. ence IS a teiner

triple system.
The following example for p = 13 illustrates the decomposition. Here we

take A.= 4 and each triple is .of the form {a, b, 4a + lOb}. The sets
A1,A1*,A2,A2* are listed in columns.

Al Al* A2 A2*

0 1 10 1 0 4 0 2 7 2 0 8
1 2 11 2 1 5 1 3 8 3 1 9
2 3 12 3 2 6 2 4 9 4 2 10
3 4 0 4 3 7 3 5 10 5 3 11
4 5 1 5 4 8 4 6 11 6 4 12
5 6 2 6 5 9 5 7 12 7 5 0
6 7 3 7 6 10 6 8 0 8 6 1
7 8 4 8 7 11 7 9 1 9 7 2
8 9 5 9 8 12 8 10 2 10 8 3
9 10 6 10 9 0 9 11 3 11 9 4
10 11 7 11 10 1 10 12 4 12 10 5
11 12 8 12 11 2 11 0 5 0 11 6
12 0 9 0 12 3 12 1 6 1 12 7

It is seen immediately that the four sets Al U A2, Al U A2*' AI* U A2,

A I* U A2* are all Steiner triple systems.

7. Automorphisms of Generalized Triple Systems

It might appear that a generalized triple system would have a large auto­
morphism group. This is certainly so for the system described in Theorem 6,
which has an automorphism group doubly transitive on points. However, the
system described in Section 3, with v = 9 and which has a subsystem with
v = 4 has only the identity automorphism.
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Doubly Periodic Arrays

ERNST S. SELMER

Institute of Mathematics, University of Bergen, Norway

1. The diagram of Fig. 1 shows a section of the lino-tile pattern of my
kitchen floor. (Disregard for now the two 6 x 6 squares.) Apart from some
nice symmetry properties, the main feature of the pattern is that each row and
each column contain the sameperiodic sequence, here of period n = 6, defined
by the cycle

black-white-grey-white-grey-white. (1)

(Grey is replaced by red in my kitchen.) If extended indefinitely in all
directions, we get a doubly periodic array.
The sequence defined by (I) is symmetric, that is, the same read both

directions. In the general, non-symmetric case, we shall agree to read the
rows from left to right and the columns upwards.

FIGURE 1
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The pattern is completely characterized by any n x n (=6 x 6) square, for
instance the one fully drawn. We demand that, inside any such square, the
rows shall all have different starting points. In the case of (1), this means that
no two black tiles shall be in the same column of a 6 x 6 square. It is then
easily shown in general that the same property holds when rows and columns
are interchanged.

Square arrays have always been popular, for instance magic squares and
Latin squares. In the last few years, the above-defined doubly periodic arrays
have been known to some people as "Norwegian squares". They have been
studied extensively at the University of Bergen, including a few hundred
hours of computing time on our IBM 360/50.

2. The fully drawn 6 x 6 square of Fig. 1 can be described by the trans­
lations (to the left) of rows 2-6, compared with the first (bottom) row:

1,2,5,4,3.

Because of the different starting points of the rows, this is a permutation

(
1 2 3 4 5)
1 2 543 (2)

of the possible translations 1-5.
The 6 x 6 square could, however, also have been chosen in any other

position. With the dotted square of Fig. 1,we get another permutation.

(
1 2 3 4 5)
1 432 5 ' (3)

which also characterizes completely the total pattern. We see that it is really
6 successive step-lengths, from any starting point, which determine the array,
for instance

1 - 1 - 3 - 5 - 5 - 3. (4)

If we "accumulate" this modulo n = 6:

1, 1 + 1 = 2, 2 + 3 = 5, 5 + 5 == 4, 4 + 5 == 3,

we get the permutation (2), and the last step 3 + 3 == 0 brings us back to the
starting point.
If we begin with the second 1 of (4), accumulation gives the permutation

(3), and similarly we get four other permutations. We must then consider (4)
as a cycle, corresponding to the infinite periodic sequence defined by (4).
We shall call it a step-cycle. In the general case, a step-cycle of length n gives
rise to a set of d different permutations, where d is n or a proper divisor of n.
I call such a set a translation set of permutations.



DOUBLY PERIODIC ARRAYS 341

3. Given any periodic sequence of period n, in any number of symbols, we
can form all possible doubly periodic arrays generated by the sequence, and
the corresponding permutations on n - 1 symbols. It is then very simple to
show that all these permutations form a group, the solution group of the
periodic sequence. This group is of a very special form, namely the union of
disjoint translation sets. I call such a group translation-invariant (whether or
not it is actually the solution group of a sequence).
I can sketch only a few results about such groups. First, we notice that any

periodic sequence has a trivial "staircase" solution

a bed ..
a bed.
a bed

corresponding to the identity permutation I. This is a particular case of a
decimation permutation: If (b, n) = 1, we get the b-decimated sequence
(cf. Selmer 1966; Ch. V,6) of the same period n by selecting every bth
element of the original sequence.
Let us illustrate this for n = 7, b = 2, and the periodic binary sequence

given by the cycle
1010001. (5)

Picking out every second element, starting with the first one, we get the
decimated cycle

1 1 0 1 0 0 O.

This is in fact (with a different starting point) the same cycle as (5), which is
thus invariant under decimation by b = 2.

Such invariance immediately leads to a simple construction of a doubly
periodic array. If we use the periodic sequence corresponding to (5) in each
row, with a constant step-length of b = 2, the columns (read upwards) contain
the 2-decimated sequence, which coincides with the given one. Figure 2,
with a cross for 1 and a blank for 0, illustrates the resulting doubly periodic

x x x x
xx x x x

x x x
x xx x

x x x xx
xx x x

x xx x
x x x x X

FIGURE 2
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array. (It has none of the symmetryproperties of Fig. 1, and would hardly be
chosen for a floor tiling.)
The step-cycle of Fig. 2 contains only 2's, and yields just one permutation

P2' In the general case, P~ is the permutation which takes t into t~ (modn).
If a periodic sequence is invariant under decimation by ~, we call P~ a

trivial solution. If the sequence is changed, the solution group of the new
sequence is simply

(6)

where f§ is the solution group of the original sequence. In numerical com­
putations, mutually decimated sequences can thus be considered equivalent.
In (6), the conjugate off§ is another translation-invariant group. In general,

however, transformation by an arbitrary permutation does not preserve
translation-invariance.

4. From a translation-invariant group for given n, we can construct other
groups corresponding to multiples of n. Let us for instance consider Fig. 1
as a diagram for n = 2 x 6 = 12. In every row above the bottom one, we can
select a black tile in such a way that no two tiles are in the same column, and
consider the resulting pattern as a permutation on 11 symbols. In general, we
can do the same if an n x n square is repeated m times in each direction. If we
do this for all the permutations (on n - 1 symbols) of the original translation­
invariant group, and select the starting points of the rows in all possible ways
in the mn x mn pattern, we get a translation-invariant group on mn - 1
symbols, which I call the complete m-extension of the original group.
We can also get extended groups (translation-invariant) for more restricted

choices of the row-numberings. I cannot go into details, and only state that
every translation-invariant group on m - 1 symbols gives rise to one and only
one such extension. In particular, the complete m-extension corresponds to the
full symmetric group f/m-l (which is trivially translation-invariant).
When describing the doubly periodic array by a permutation, we kept the

bottom row fixed, with displacement O.In n = 6 symbols, the permutation (2)
can be thought of as

(
0 1 2 3 4 5)
o 1 254 3 '

fixing O. In general, it can be shown that there is a one-one correspondence
between the following two types of groups:

(i) The translation-invariant groups on n - 1 symbols, considered as
permutation groups on n symbols fixing O.

(ii) The permutation groups on n symbols which contain the complete cycle

(0 1 2 ... n - 2 n - 1). (7)
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In particular, the subgroup fixing 0 of a group of type (ii) is a group of
type (i).
Incidentally, if we deal with groups of type (ii), the above-mentioned

extended groups correspond to wreath products of permutation groups on m
and n symbols.
Permutation groups containing a complete cycle have been studied by

Burnside and particularly by Schur; for complete references, see Wielandt
(1964). Because of the cycle (7), such a group is necessarily transitive, and a
famous result of Schur states that it is either doubly transitive or imprimitioe.
Using the correspondence between the groups of types (i) and (ii) above, this
leads to the following

THEOREM 1. A non-trivial translation-invariant group is either transitive or a
subgroup of a (complete) group extension.

s. Extended groups are easily constructed, and a systematic search for
translation-invariant groups can therefore be restricted to the transitive ones.
Such a search has been conducted on our 360/50 by S. Mossige. His methods
were elaborate, and I can only sketch them here.
All permutations on n - 1 symbols are arranged in lexicographical order,

leading to a numbering (from which the permutations can be reconstructed).
Each translation set is characterized by the smallest ordering number of any
of its permutations. For each such set, powers and products of the
permutations are constructed. We want to imbed the given set in a translation­
invariant group, and must therefore add to our list the permutations of the
translation sets to which the powers and products belong. Continuing this
way, our list in most cases quickly "explodes", leading to the full symmetric
group [/n-1 (trivially translation-invariant) or the alternating group .9In-1
(translation-invariant for n odd).
In order to recognize quickly such an "explosion", Mossige developed

several criteria, of which a simple example is the following: The translation
set of permutations corresponding to the step-cycle

1 - 1 - ... - 1 - 2 - (n - 1) - 2...___...
n-3

generate the full symmetric group [/ n- l'
By a systematic and repeated examination, most step-cycles are thus

eliminated as possible contributors to proper translation-invariant groups.
For the surviving step-cycles, Mossige's program constructed the complete
group-tables. In the end, we are left with very few transitive translation­
invariant groups with n ~ 10.
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6. I shall also describe briefly our computations of doubly periodic arrays.
We concentrated on binary sequences, partly, because of the ease of com­
putation, partly because the solution groups for periodic sequences in more
than two symbols are subgroups of solution groups in the binary case.
Incidentally, Mossige wrote his group programs in FORTRAN, but the

programs for the arrays in PL/I, which has some convenient binary facilities.
We first introduce the notion of a bigram, which in linguistics means a pair

of neighbouring letters. In a binary sequence {s.} of period n, we similarly
distribute the n successive pairs (Si' SH 1) between the four types (0, 0), (0, 1),
(1,0) and (1, 1). It is easy to see (cf. Selmer, 1966) that when the total number
of 1's in the period is given, the complete bigram statistics is known if we
count the number of occurrences of one combination, say (1,1).
The bigrams thus defined are really neighbouring bigrams. More generally,

we can define t-bigrams by the pairs (Si' St+i) of distance 7:. These can be read
off (vertically) if we write the sequence underneath its "r-translate":

SOSl ... St St+1 St+i .•. St-1 ...

SOSl Si ..• Sn-l····

Let us consider this as one "stair" of a doubly periodic array. The n different
pairs (Si' St+i) then become neighbouring bigrams of the vertical sequences,
which all have different starting points. The r-bigram statistics, represented
for instance by the number of pairs (1, 1), must therefore coincide with the
neighbouring bigram statistics if 7: shall be a possible step-length of a doubly
periodic array.
This necessary condition turns out to be very strong, and often eliminates

non-trivial solutions immediately. If the bigram statistics fail to give con­
clusive information, we may resort to trigrams and higher combinations (we
actually went up to pentagrams in the worst cases). The program simply
computed the complete "multigram" statistics for different combinations of
step-lengths, and the results were further treated by inspection.
From the doubly periodic arrays we got by this crude method, I guessed

several general rules, which were then proved. A typical example is "diluted
sequences", with a cycle of the type

00 ... 0 Sl 00 ... 0 S2 0 0 ... 0 Sm...._,_.,. ..._,_.,.
n-l n-l

More generally, all the blocks of zeros can be replaced by the same com­
bination of digits. It turns out that the solution group in this case is com­
pletely determined as a certain extended group.
When these cases and a few other types are removed, we are left with very

few "unpredictable" doubly periodic arrays. The search was conducted for
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all possible periodic binary sequences (inequivalent under decimation) with
n ~ 15.Even though the cases are few, they seem to produce effective counter­
examples to any conjecture concerning sufficient conditions for the existence
of non-trivial solution groups .

. 7. We have already mentioned transitivity of translation-invariant groups
in general. For solution groups of doubly periodic arrays, transitivity means
that all step-lengths r = 1,2,...,n - 1 must occur. This implies that the
r-bigram statistics of the cycle must be the same for all r = 1,2,...,n - 1.
I call a binary cycle with this property a difference cycle, since it is easily seen
(cf. Selmer, 1966)that if the 1's of such a cycle occur as elements Sdi'

i = 1,2,...,k, then {d1, d2, ••. , dk} is a difference set modulo n (and
conversely).
This naturally raises the question: Could a binary cycle be constructed

with a similar equidistribution of trigrams (corresponding to double
transitivity), or a cycle in more than two symbols with the same equi­
distribution of bigrams? Both questions have been answered in the negative
by McEliece (1967).For doubly periodic arrays, this leads to the following

THEOREM 2. The solution group can be (singly) transitive only for a binary
difference cycle.

We have examined all known difference cycles up to n ~ 100. The results
are rather unsystematic, with one notable exception: The Singer difference
cycles, resulting from finite geometries, all have predictable solution groups.
In particular, the Singer sets with parameters

(v = n, k, A)= (2r -1, 2r-1 - 1, 2r-2 -1)

give rise to binary difference cycles with transitive solution groups. These
groups turn out to be imprimitive.
If these cycles are complemented (interchange of 0 and 1), we get the well

known binary maximal cycles. A Singer cycle (not complemented) for r = 3
is displayed in (5). The transitive solution group, of order 24,contains the
trivial permutations P 1 = I, P 2 (Fig. 2) and P 4 (interchange rows and
columns in Fig. 2),and 21non-trivial permutations, contained in 3 translation
sets with step-cycles

1-3-6-6-4-6-2

2-6-5-5-1-5-4

4-5-3-3-2-3-1.

The second and third cycle are obtained from the first one by repeated
doubling modulo 7. The corresponding arrays are displayed in Fig. 3.
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As a complete non-binary example, I can mention that the solution group
of the cycle (1) has order 12. In addition to the 6 permutations resulting from
(4), it contains Pi = I, Ps and two permutations in each of the translation
sets with step-cycles

1 - 3 - 1 - 3 - 1 - 3, 5 - 3 - 5 - 3 - 5 - 3.

xx x xx x xx x
xx x xx x xx x
x xx x x x x xx

x x x x x x xx x
xx x x xx x xx

x xx x xx xx x
x x x x x x x x X

FIGURE 3

8. We finally combine the results of Theorems 1 and 2 into the following
useful

THEOREM 3. Except possibly for binary difference cycles, a non-trivial solution
group is a subgroup of a (complete) group extension.

Since extended groups occur only for composite n, this means that when
the period n is a prime we only need to examine possible difference cycles.
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Counting Polyominoes

W. F. LUNNON

Atlas Computer Laboratory, Chilton, Didcot, England

1. Introduction; Symmetries

A 'p-mino' is an edge-connected set of p squares ('cells') from a chessboard
pattern. (Synonyms in the literature are 'polyomino' and 'animal'.) 'Fixed'
p-minos are equivalent if one is a translation of the other; 'free', if in addition
a reflection or rotation. (1.1) shows a pair of fixed 4-minos which both
correspond to the same free 4-mino. Below them (1.2) is

(1.1)

(1.2)

a more convenient representation which we shall normally use; we think of
the blobs (centres of squares) as integer points on the Cartesian lattice. The
'bounding rectangle' (b.r.) of a p-mino is the smallest lattice rectangle con­
taining all its cells: the b.r. of (1.2) is of size 3 x 2.
. We shall be concerned with counting all distinct p-minos for given p.
PE(p) and PX(P) shall be the totals offree and fixedp-minos-e.g. PE(4) = 5
and PX(4) = 19-and PEB(p, m, n) and PXB(p, m, n) the totals of free and
fixed p-minos whose b.r. is of size m x n. PE(P) is of course the intuitively
interesting function; the rest arise in attempting to evaluate and bound it.
In Section 9 is presented a table of these functions forp = 1(1)18. It includes

counts of the totals of each symmetry type; we shall now describe these for
completeness.

347
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The square lattice is invariant under the usual well-known group of integer
translations, rotations through n12, etc. Translations are uninteresting
because nothing can translate into itself, so we factor them out (as in the
definition of a fixed p-mino). We are left with the group of symmetries of a
square. Taking this to be 0 ~ x ~ a, 0 ~ y ~ b, a = b, we catalogue the
group in (1.3). (We shall use a, b for m - 1, n - 1.)

Co-ordinate transform
(x, y) --+
(x,y)
(a-x,y)
(x,b -y)
(a-x,b-y)
(y, a - x)
(b - y, x)
(b - y, a - x)
(y, x)

Description (1.3)

identity
reflection in vertical axis
reflection in horizontal axis
tt rotation
3nl2 rotation
nl2 rotation
reflection in principal diagonal
reflection in other diagonal.

The operations in this group which leave a given fixed p-mino invariant
constitute a subgroup which describes its symmetry. However the same free

Type Index

I 8

R2 4

S 4

D 4

R 2

SS 2

DD 2

G

Example

r:
I

.r,
o-l

(1.4)

tL

o
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p-mino, fixed in different positions, may have different but conjugate sub­
groups: so a symmetry type of p-mino corresponds to a conjugacy class of
subgroups of the square group. These are catalogued in (1.4). The "index" = 8
divided by the order of the subgroup = number of fixedp-minos correspond­
ing to each free p-mino of the type.

2. Theoretical Results

Below are summarised the known explicit formulae for counting p-minos.
They are not very impressive, but serve a useful purpose (as we shall see) in
checking computational results.

Read (1962) gives a general method of obtaining a generating function for
PXB(p, m, n), given n. We return to this in Section 7. He finds an explicit
form when n = 2:

(
p - m + 1) ( )PXB(p,m,2)=L . .

i m-l p-m
(2.1)

The free case is more complicated, as usual. Let g stand for PX B(p, m, 2)
and let

h(q, c) = PXB(q, c, 2) + 2PXB(q, c, 1)

(the second term being simply bqc). Then provided 2 < m < p < 2m
(excluding a few easy special cases),

PEB(p, m, 2) =

tg ifp odd, m even;

t[g + h(!:p + -!-, -!-m+ -!-) - h(-!-p -1-!-, -!-m- -!-)] ifp odd, m odd; (2.2)

t[g + h(-!-p - 2, -!-m- 1) + h(-!-p,-!-m)]

t[g + 2h(-!-p - 1, -!-m- -!-)]

ifp even, m even;

ifp even, m odd.

We can also apply his approach to deduce something (manageable) about
the case n = 3. Let

PXA(p, n) = L PXB(p, m, n)
m

be the total of fixedp-minos of given height n and any width, and definefn(P)
to let those of lesser height wobble up and down inside the b.r.:

n-l

j,,(p) = L (i + 1)PXA(p, n - i).
i=O
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Then for given n,/" satisfies a linear recurrence (as does PXA, but at greater
length) :

11(p) = 11(p - 1);

j~(p) =12(P - 1) +12(P - 2) + 12(P - 3);

13(P) = 3/3(P - 1) - 4/3(P - 3) + 13(P - 4)

+ 2/3(P - 6) - 13(P - 8) - 3/3(P - 9) + 13(P - 10).

(2.3)

Besides the lowest p-minos we can deal with the tallest (assuming b ~ a):
the 'stretched' p-minos whose b.r. is maximal, i.e. (a + 1) x (b + 1) where
a + b = P - 1. A simple example of a stretched p-mino is the L-shape with
a + 1 cells along the bottom and b + 1 up the side. (2.4) shows a more
complicated example, a 20-mino in a 13 x 8 b.r.

8

c

1

(

.~ ~

o

(2.4)

A

The general stretched p-mino consists of a shortest walk between a pair of
cells A and B on the top and bottom of the b.r., together with a pair of
straight legs joining the nearest parts of the walk to the sides of the b.r. at C

and D. Using the fact that there are just (a : b) shortest walks from (0, 0)

to (a, b) we find that if a, b > 0,

PXB(a + b + 1, a + 1, b + 1)

(
a + b)= 8 a - (3ab + a + b + 7). (2.5)
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Letting g stand for this as above, setting e = [ta], d = [tb], and discarding
a few symmetries we get the free case:

PEB(a + b + 1, a + 1, b + 1) =

ig if a i= b, both odd;

(
e + d)

ig + ta + e if a i= b, only b even;

i(g - 1) + t(e + d) + (e : d)

-kg + t(2a - e - 1)

teg - 1) + t (2a + ( : ) )

if a i= b, both even; (2.6)

if a = b, both odd;

if a = b, both even.

For a complete, but unilluminating, proof see Lunnon (1969).

3. Computational Strategy

We compute PEB(p, a + 1, b + 1) rather than PEep) directly: this has the
practical advantage of conveniently decomposing the computation into
smaller, independent parts. Sadly, it slows things down as well, but with some
effort the time penalty can be held to 50% or so.
The first step is PX B(p, a + 1, b + 1): that is, we wish to count all choices

of p cells from an (a + 1) x (b + 1) lattice rectangle such that:

the choice (p-mino) is edge-connected: (3.1 )

there is at least one cell of it on each edge of the rectangle (b.r.). (3.2)

Our approach, as in other problems of this nature, is fundamentally simple:
brute force enumeration.
Enumerating the choices of p things from s = (a + 1)(b + 1)is a well-known

combinatorial chore. Let the s things be indexed 1,2, ... , s, and let C1, ... , C,
be the current choice.

Initially set all Ck : = k. (3.3)

To get the next choice from the current one, find the maximum i for which
C, i= s - p + i, say C, = /- 1, and for all j ~ i reset C, :'= l - i + j.
When no such i can be found, all choices have been enumerated.
To involve conditions like (3.1), (3.2) in the choosing mechanism (rather

than reject fully-made choices which fail to satisfy them) we have to interpret
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this algorithm more abstractly. Given a current partial choice C1, ... , Cq-1,

where q ~ p, the values which Cq may assume are just those indices h such that

1 ~ h ~ s (obviously); (3.4)

there is no level r < q for which, on some previous occasion, C1, ..• , C, had
their current values and C,+ 1was h (we say h is not 'forbidden'); (3.5)

h satisfies any additional local restrictions ('growth criteria'), to be described.
(3.6)

Now we index the squares of the b.r., 0 ~ x ~ a, 0 ~ y ~ b by assigning
to (x,y) the index (a + 3)(x + 1) + (y + 1), e.g. (3.7) where a = 3, b = 2.

11 12 13
-- -- --
6 7 8

(3.7)

To ensure connectedness (3.1) we choose p-minos from the b.r. by the
above algorithm (3.3), (3.4), (3.5) with the additional growth criterion (g.c.):

h must be connected to a cell currently chosen, i.e. there is some r < q for
which h = C, ± (a + 3) or ± 1. The cell whose neighbourhood to h causes
h to be chosen is its 'root'. (3.8)

To touch all the edges (3.1) we add a g.c. which ensures that there are
always sufficient cells left to reach them from the current q-mino:

miny + minx + (a - maxx) + (b - maxy) ~ p - q, (3.9)

where min x is the minimum of x over the q-mino, etc.
A new cell h which fails (3.8) may well satisfy it at the next level down,

q + 1. However, one which fails (3.9) will never satisfy it until some previous
level, C, for r < q, is changed. It can therefore be forbidden in the sense of
(3.5), since if it were chosen no new p-minos would result.
Having enumerated fixed p-minos, we need a canonical form which

distinguishes just one among the up to 8 fixedp-minos which correspond to
each free one, (its 'variations'); a new fixedp-mino counts as a new free one if
it is in canonical form. Now any fixedp-mino is described by the indices of
its cells, arranged for uniqueness in ascending order (3.10), (3.7).

(3.10)

678 11 6 7 8 13 6 11 12 13 8 11 12 13
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Our canonical form is simply the first of these in alphabetical order, e.g. the
first one in (3.10). To recognise whether a fixed p-mino is canonical we
compare its index description with those of all its variations (all those, that is,
which leave the b.r. invariant: e.g. if b =1=a we do not rotate through nI2).
If none are alphabetically earlier it is canonical.

Finally, we turn the tables by throwing away some of the non-canonical
fixedp-minos: they can still be counted if we know the symmetry types of the
free ones. We use the centre of gravity. Out of all the fixed variations of a
given free p-mino, just one, if we're lucky, has its c. of g. in a given quarter of
the bounding rectangle (octant of the bounding square if a = b): say that
nearest the origin (and touching the x-axis).

I
The growth criterion to ensure this is

v
sum x ~ -!pa
sumy ~ -!pb
(sum x ~ sumy if a = b); (3.11)

like (3.9) it causes prospective new cells to be forbidden should they fail it.
Notice that it is wrong to force the c. of g. of the partial q-mino to lie in the
desired region: this would exclude e.g. (3.12), whose c. of g. goes up before
it comes down.

0>-----1
0>---1

--0

(3.12)

The canonical form is now revised. If the c. of g. is properly inside the
desired region, the p-mino is now declared canonical. If we are unlucky and
the c. of g. is on the edge of the region, it is canonical iff it is alphabetically
earliest in the old sense (3.10) among those of its variations which leave the
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c. of g. fixed; note that the earliest overall may not have its c. of g. in the
region at all. For example, in (3.13) both variations have the c. of g. on the
edge of the region (actually, in the centre of the square). The first is
canonical.

(3.13)

A further small improvement is gained by partially combining (3.9) and
(3.11).

4. Computational Tactics

We have adopted a rather complicated data structure for use in this kind of
locally-restricted choice-enumeration program. The current partial choice
(q-mino, q ~ p) is represented in 3 independent ways. Squares are referred to
by their indices (3.7).
Firstly, there is a 'picture' of it: an array dist (for 'distance'-a usage which

mayor may not be explained later), such that

dist [i] = 0 if square i is a cell of the current q-mino;
= X if i is forbidden (say X = -1);
= 1if i is in an immediate neighbour of a cell, and not forbidden;
= 2 if i is anything else. (4.1)

In particular, we put a ring of squares around the outside of the b.r. edge and
permanently forbid them, thus painlessly restraining the contents to the b.r.
See (4.2).

30 31 32 33 34 35 X X X
24 25 26 27 28 29 X 2 X
18 19 20 21 22 23 X 2* X
12 13 14 15 16 17 X 1 X (4.2)
6 7 8 9 10 11 X 1 X
0 1 2 3 4 5 X X X X X X

q=5 a=b=3
* temporarily: see text
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Secondly we keep in a 'linked stack' the recent history of the choice,
necessary to implement (3.5): this is an array bord (for 'border') such that,
if i is a square on the usable border of the q-mino (dist [iJ =1), then bord [iJ
is the next square along the border. By 'next' we mean-at this stage=-next
in order of consideration as qth cell.
Lastly there is an array cell, such that cell [rJ is the cell currently chosen

at level r :::;q.
(4.3) shows the bord and cell arrays for the q-mino in (4.2). They tell us, for

example, that the current 5th cell is 21 and that 16 and 10 are subsequent
possible 5th cells on the current partial 4-mino.

bord[i] I lln In lrnn
i = cell[rJ 0 7

i
r

8 13

i
2

9 14

i
3

10 15

1
i
4

16 21 27

i
5 (4.3)

The scheme is manipulated as follows. Suppose q = 5, and we have just
chosen square 21 as current 5th cell. We look at its neighbours j and select
those for which dist U] = 2: that is they are neither forbidden (X) nor
neighbours of some earlier cell. These are linked on to the end of bord, and
their distances dist U] set to 1. (In the case shown only 22 is selected, and
bord [22J is set to bord [21] =16.) Then we set cell [q + IJ to the last of
them (cell [6] = 22) and descend recursively to choose all possible (q + l)-th
cells, etc. down to levelp. On return we have explored allp-minos grown from
the current q-mino; so we set dist [cell[q]J == dist [21] to X (forbidden), and
then do

cell [qJ: = bord [cell [qJJ

which fetches·the next possible 5th cell, and repeat.
Eventually cell [q] = 0, and all choices of 5th cell have been exhausted. All

cells forbidden at level q (i.e. 21, 16, 10) are released again with their original
distances (1), and we ascend a level recursively to choose a new cell [q - IJ.

Before a cell is chosen it is subjected to the growth criteria (3.9) and (3.11),
((3.8) being implicit in the existing mechanism). If it fails, its distance is set
immediately to X and we pass on to the next possibility on the border; it is
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now forbidden until we return to the level previous, when all such forbidden
squares are restored. The max x, sum x etc. required to evaluate the criteria
are reset from the previous level, not recomputed from scratch each time.
When a complete p-mino has been constructed, we may have to investigate

its canonicity (3.10). Notice that we do not construct the whole of each
(c. of g. fixing) variation: for example to check that it is alphabetically no
later than its y-axis reflection we compare

dist (x, y) with dist (a - x, y)

in order of index until one is zero and the other is not, say at (Xb Yl). If dist
(Xl' Yl) = 0 then the p-mino is earlier; if dist (a - Xl' Yl) = 0 then the
reflection is earlier, and .the p-mino is not canonical. In Fig. (3.13) this
discloses the answer on the very first square.
Occasionally the comparison does pass right through without finding any

difference. In this case the p-mino isthe same as its variation, i.e. it is
symmetric. The tests which pass through decide its symmetry type, and
8/(the number of such tests) equals the number of fixedp-minos for the free
p-mino.

Finally, the first cell of a p-mino may always be chosen on the x-axis, since
the p-mino must eventually touch that edge anyway. This means that
min X = 0 in (3.9) etc.

5. Performance; Results

The table in section 9 should be self-explanatory. The first line of each
section below the heading shows PEep) and PX(p) for the specified p,
followed by the subtotals for each symmetry type catalogued in (1.4). Below
are the analogous totals PEB(p, m, n), PXB(P, M, n) etc. for the various
m x n bounding rectangles. At the end of the section are a few incomplete
results for larger p.
Most of the table was produced by a carefully hand-coded version of the

algorithm described in Sections 3 and 4, plus a few bells and whistles. It ran
for about 175hours (2.1011 instructions) on the Chilton Atlas I in background
mode, using 12blocks (5%) of the available main store (of which about 5 were
core-resident). A dump/restart package dumped it onto disc every 2-!-minutes
for easy restarting. p = 1(1)18.
With the most powerful machine currently available, using a combination

of Read's method and the blind alley technique (see Sections 6 and 7), we
might push the computation as far as p = 21.
The only other recent computation known to us is Parkin et al. (1967) for

p ~ 15, using a CDC 6600. His method is also choice enumeration, but he
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uses a more complicated canonical form which probably accounts for his
program being somewhat slower than ours. We confirm his results for
p ~ 14; for p = 15 they are seen to be in error by comparing the computed
values of PEB with our formula for stretched p-minos (2.6). He also presents
counts of various topological classes of p-minos.
Regarding the reliability of our own results, we must emphasise that it

would be of great interest to confirm them independently. Our program is
basically simple, and agreement over the range p = 1(1)12 convinces us that it
works. (But a faster and more complex program of ours, at one stage in its
development, worked for p = 1(1)8 and failed for p = 9.) The machine pro­
duced several parity failures (hardware detected) in the course of the run.
We would expect frequent undetected errors to produce stupid answers or
wild misbehaviour; no such events have occurred.
We have discovered one error so far, using the fact that it is possible to

predict PX (p) from previous values correct to a few hundred. (We hope to
describe this procedure in a later paper.) It turned out that PX(18) was about
194,000 too small; by repeating the process on PXA(p, n) for various n­
where it is unfortunately much less sensitive-the error was traced to
PXB(18, 8, 8), which was correctly recomputed. We are now happy that our
results are correct to within a few hundred, p ~ 18.

6. Improvements; Blind Alleys

The growth criteria (3.9) and (3.11) are not ideal: for p = 12, 82% of cells
actually chosen did not lead to any new p-minos, even fixed ones: that is, a
q-mino resulted which could not possibly touch all the edges, and have its
c. of g. in the desired region, of the b.r. At any rate (3.9) can be improved.
Its weakness is that it assumes the q-mino can grow in straight lines to the

edges, taking no account of forbidden squares which may be blocking the
way. They can be taken into account as follows.
Firstly, we extend the meaning of the array dist (4.2):

dist [iJ = the length of the shortest walk from square i to
the q-mino, if such a walk exists;

= U if no such walk exists (say U = 1000);

= X if i is forbidden, as before. (6.1)

Secondly, we insist that when possible next-level cells are selected and
linked on the end of bord (see Section 4), this is done in anticlockwise order
from their root (3.8). This organises the forbidden squares into an essentially
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continuous rind around the q-mino and makes it possible to find a minimal
path to the edges, consisting of (6.2):

x X X X X X X X,..-,
X 9 8 7 , 6 I 5 6 X
r-----J· L_ -,

X I 8 7 6 5 4 I 5 X1-------, L_,
X 9 X 5 -41341X P ~ 16r-~
X X 0 X X: 2: 3 X q= 6 (6.2)

I
X X 0 0 0 1 I 2 X a= 5__ 01

X U X X 0 2 X b= 6

X U U X 0 2 X

X X X X X X X X

a shortest path from the q-mino to the left edge x = 0 of the b.r.
(length 8 in the figure) plus
a straight leg from the extended figure to the top of y = b
(length 1)plus
a straight leg to the right edge x = a (length 1). (6.3)

The total length of the path (10 in the figure) must be less than p - q for
growth to continue; this criterion replaces (3.9). Variations in the procedure
occur when the q-mino already touches some edges.
Thirdly, when a new cell is chosen, or forbidden, or released at the end of a

level (Section 4), not only its own distance but those of all squares whose
shortest paths to the q-mino passed or pass through it must be updated, by a
'treeing-out' process (see Lunnon (1969».
Another kind of blind alley occurs when there are simply not enough

squares left. To eliminate tbis situation, ensure that

(a + 1)(b + 1 ~ p + u + x, (6.4)

where u squares are inaccessible and x are forbidden.
We have not solved the corresponding problem for the c. of g.

7. Read's Method

Read (1962) describes an entirely different approach, which we summarise
here for completeness. It consists of a computational method followed by a
twist which gives theoretical results.
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Again, we are computing PXB(p, m, n). Suppose n is fixed, say n = 2.
The b.r. may be broken up into columns of n squares: each possible column
(and a couple of impossible ones) appear in (7.1).

co!. o 2 3 4 (7.1)

Any fixed p-mino starts with one of columns 1, 2, 3. Its second column
depends only on the first: if the first is col. 1, the second may be either col. 1 or
col. 3, for example. The third depends only on the second, and so on. A
computation can easily be conceived (and programmed) which keeps tallies
Sm(q, c) of the totals of fixed q-minos which end in column c after m steps
(columns), for each column c and each q ~ p. On the (m + I)-th step, for all
pairs of columns c and d such that dmay follow c, and all q, it performs

(7.2)

where column c contains k; cells.
During the course of the computation objects arise which are of actual

height less than m, or are disconnected (m ~ 3). They can be eliminated.
All this can be expressed by. polynomial matrices. Let T be such that

Tij = yk if column i may be followed by column j, which has k cells, and let
Iij = 0 otherwise (7.3). Column 0 in (7.1) is for painlessly starting things off
and column 4 for stopping them. Let U = (1, 0, ... , 0, 1). It is easily verified
that

ut=o:
is a polynomial in y in which the coefficient of yP is essentially PX B(p, m, n);
(actually other PXB for lower m are added in, cf. the definition of In in
Section 2).

0 y y y2

0 Y 0 y2 1
0 0 Y y2 1
0 y Y y2 1
0 0 0 0 0 (7.3)
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This is the end of the computational part. Now Read introduces another
unknown x and considers the formal sum

I x'" UTm U' = U(I - TX)-l U'
m

= I PXB(p, m, n) x" yP more or less. (7.4)
m,p

Now (I - TX)-l can be (in principle) exhibited as a matrix of rational
functions in x and y; for example, for n = 2 after some reduction it becomes

1 (1 - xy2 2xy2 )
(l - xy)(1 - xy2) - (xy)(2xy2) xy 1 - xy

Expanding the inverse of the denominator (which is simply II - Txl) by the
binomial theorem we get PXB as a sum of binomial coefficients.
This is how Read proves (2.1). It would be an interesting exercise in

algebraic manipulation to compute similar formulae for PXB(p, m, 3) etc.
To prove the recurrences (2.3) we observe that II - TI is essentially the

auxiliary polynomial of the linear recurrence for fn(P). (Actually it is the
wrong way round and contains spurious factors). For n ~ 3 we evaluated the
determinants by hand and removed the extra factors. The dominant roots r of
these polynomials are lower bounds on the ratio, of Section 8, but not very
good ones: we show the first few.in (7.5).

n r
1 1·0000
2 1·8393
3 2·3972
4 2·7667 (7.5)

Returning to the computational side, the snag is that the number of columns
grows rapidly with n; we call it MAT(n) and show a few values in (7.6). In
practice it can be halved by omitting one of each pair of mirror-image
columns.

MAT(n)
1 2 3 4 5 6 7 8 9 10
3 5 10 22 52 128 324 836 2189 5799

n

Two tallies (old and new) S(q, c) must be kept for each q ~ p and each
column c, a total of p.MAT(n); the operation of evaluating Tij and possibly
incrementing S (7.2) must be performed 2n MAT(n)p2/4 times. For p = 20
this is 120,000words of store and 109 times round the inner loop, which might
well be 100 instructions long, making 1011 instructions. A formidable
undertaking.
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To find symmetrical p-minos and deduce PEB from PXB, the best way
seems to be brute force (Sections 3 and 4) modified to construct only sym­
metrical ones (much faster). A mixture of methods for different rectangles is
also a possibility, since Read finds stretched (or almost stretched) p-minos
indigestible, whereas they can quickly be enumerated because there aren't
many of them.

8. Associated Problems: 'the Ratio', Other Shapes

Some effort has been expended (Eden (1961), Klarner (1965), Klarner
(1967) and others) on estimating PE(P); or rather PX(p), since it is known
that

PEep) ""' PX(p)/8. (8.1)

(See Lunnon (1969) for another unilluminating-but apparently unique­
proof.)

It is known that

~PX(p) -+ r, the 'ratio', (8.2)

where it can easily be shown that

3·20 < r ~ 6·75. (8.3)

With more difficulty, and using a computer, this can be improved to

3·72< r < 4·5 (8.4)

The lower bound is due to Klarner (1967), the upper to Conway and Guy at
Cambridge (unpublished), whose proof I have not seen.
The proof that 3·20 < r involves counting 'board-piles', fixed p-minos cut

by every horizontal lattice line in a single connected 'board' of cells-e.g. (8.5).

(8.5)
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Guy reports that building up p-minos out of boards together with finitely
many more complex shapes (e.g. U-shape) does not improve the bound. We
have counted 'board-pair-piles', cut by every horizontal line in at most two
boards of cells-e.g. (8.6)-for p ~ 20 and conjecture that these would give a
lower bound of about 3·74; however the computations are much larger than
those involved in (8.4)

9

(

rv

(8.6)

The short table (8.8) lists some of the functions arising in bounding PX.
BX is the total of board-piles and ex of board-pair-piles, SX the total of
'staircases' (which can wind around any point indefinitely) used in showing
r ~ 6·75, and DX the numbers arising in Klarner's proof of r > 3·72.
It is conjectured that in fact

PX(p)/PX(p - 1) t r. (8.7)

If this monotonicity could be proved, we would immediately have r > 3·84.
We formerly thought r = 4 probable, but on the evidence of the extrapolation
procedures mentioned above (Section 5) we do so no longer. In fact, we con­
sider that

PX(p) _, (4·06 ± O·oooy x p(-O'98 ±O'02) x constant.

The exponent of p could just possibly be - I.
Instead of constructing polyominoes with squares, we could use the

hexagonal or triangular lattices, or the hypercubic lattice in d dimensions, (or
indeed many more exotic possibilities), We have investigated these and
present some new counts (Lunnon, 1971).



Square Polyominoes (8.8)

free fixed board-pile board-pair Klarner staircase
p PE(p) PX(P) BX(p) CX(p) DX(p) SX(P)

1 1 1 1 1 1 1
2 1 2 2 2 2 2
3 2 6 6 6 6 6
4 5 19 19 19 19 22 o
5 12 63 61 63 63 91 0

C!
6 35 216 196 216 216 408 z
7 108 760 629 760 756 1938 ::jz
8 369 2725 2017 2723 2681 9614 0
9 1285 9910 6466 9880 9600 49335 "tj

0
10 4655 36446 20727 36168 34626 260130 t"'"...::
11 17073 135268 66441 133237 125582 1402440 0
12 63600 505861 212980 492993 457425 7702632 ~z
13 238591 1903890 682721 1829670 1671854 42975796 0rr1
14 901971 7204874 2188509 6804267 6127385 243035536 en

15 3426576 27394666 7015418 25336611 22507654 1390594458
16 13079255 104592937 22488411 94416842 82830896 8038677054
17 50107911 400795860 72088165 351989967 305299746 46892282815
18 192622052 1540820542 231083620 1312471879 1126742108 275750636070
19 740754589 4894023222 4162932807 1633292229030
20 2374540265 18248301701 15395008353 9737153323590
21 56978046025

(.U
0'\
(.U
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9. Table
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P M N FREE FIXED G R DO SS R2 o S

2 2
2 1 1

3 2 6
3 1 1 1
2 2 1 4

4 5 19
4 1 1 1
2 2 1 1
3 2 3 8

5 12 63 2 2 5
5 1 1 1
3 2 2 6 1
4 2 3 12 3
3 3 6 25 2 1

6 35 216 2 5 2 6 20
6 1 1 1 1
3 2 1 1 1
4 2 6 18 2 3
5 2 5 16 1 3
3 3 7 44 2 1 4
4 3 15 50 3 2 10

7 108 760 3 4 7 9 84
7 1 1 1 1
4 2 2 8 2
5 2 11 38 3 8
6 2 5 20 5
3 3 7 32 2 2
4 3 39 154 1 38
5 3 25 83 4 3 17
4 4 18 120 6 12

8 369 2725 4 18 5 23 316
8 1 1 1 1
4 2 1 1 1
5 2 10 32 2 2 6
6 2 19 66 1 4 14
7 2 7 24 1 1 5
3 3 3 9 1
4 3 59 212 2 3 6 48
5 3 96 376 4 92
6 3 35 124 5 3 27
4 4 77 584 1 4 70
5 4 61 230 5 2 54
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p M N FREE FIXED G R DD SS R2 D S

9 1285 9910 2 4 19 26 38 1196
9 1 1 1 1
5 2 3 10 2
6 2 22 88 22
7 2 28 102 5 23
8 2 7 28 7
3 3 1 1
4 3 42 158 5 37
5 3 210 784 2 8 17 183
6 3 188 750 1 187
7 3 49 173 6 4 38
4 4 181 1396 13 168
5 4 383 1526 3 380
6 4 97 388 97
5 5 73 497 5 13 2 52

10 4655 36446 8 73 22 90 4461
10 1 1 1 1
5 2 1 1 1
6 2 15 50 2 3 10
7 2 52 192 4 4 44
8 2 40 146 1 6 33
9 2 9 32 1 1 7
4 3 21 62 2 2 6 11
5 3 255 987 1 1 14 239
6 3 550 2133 3 11 18 518
7 3 332 1316 6 326
8 3 63 230 7 4 52
4 4 266 2038 3 12 6 244
5 4 1304 5154 17 14 1273
6 4 822 3276 6 816
7 4 155 602 7 2 146
5 5 529 4180 10 3 516
6 5 240 932 11 3 226

11 17073 135268 2 10 73 91 147 16750
11 1 1 1 1
6 2 3 12 3
7 2 45 170 5 40
8 2 90 360 90
9 2 53 198 7 46

10 2 9 36 9
4 3 4 12 2 2
5 3 212 778 4 7 22 179
6 3 954 3802 7 947
7 3 1231 4803 3 20 36 1172
8 3 529 2114 1 528
9 3 81 295 8 5 67
4 4 251 1952 14 237
5 4 2847 11328 30 2817
6 4 3548 14192 3548
7 4 1551 6194 5 1546
8 4 220 880 220
5 5 2413 18944 2 20 48 19 2324
6 5 2366 9458 3 2363
7 5 410 1591 18 5 386
6 6 255 1924 29 226
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p M N FREE FIXED G R DD SS R2 D S

12 63600 505861 3 3 3 15 278 79 341 62878
12 1 1 1 1
6 2 1 1 1
7 2 21 72 3 3 15
8 2 119 450 4 9 106
9 2 158 608 6 6 146

10 2 69 258 1 8 60
11 2 11 40 1 1 9
4 3 1 1 1
5 3 103 370 2 1 17 83
6 3 1184 4622 2 17 37 1128
7 3 2800 11127 1 1 34 2764
8 3 2406 9490 4 25 36 2341
9 3 800 3184 8 792

10 3 99 368 9 5 85
4 4 168 1232 2 1 2 11 7 143
5 4 4441 17598 2 30 50 4359
6 4 10323 41196 23 25 10275
7 4 8239 32824 40 26 8173
8 4 2680 10704 8 2672
9 4 313 1230 9 2 302
5 5 7375 58665 2 50 27 7293
6 5 13161 52488 53 25 13083
7 5 4738 18936 8 4730
8 5 646 2538 19 4 623
6 6 2835 22576 5 18 2810
7 6 908 3588 19 3 886

13 238591 1903890 2 2 3 17 283 326 564 237394
13 1 1 1 1
7 2 4 14 3
8 2 73 292 73
9 2 257 1002 13 244

10 2 238 952 238
11 2 86 326 9 77
12 2 11 44 11
5 3 33 101 3 2 9 19
6 3 964 3814 21 943
7 3 4634 18278 4 37 86 4507
8 3 6818 27252 10 6808
9 3 4313 17042 4 38 61 4210

10 3 1142 4566 1 1141
11 3 121 449 10 6 104
4 4 66 488 10 56
5 4 5008 19912 60 4948
6 4 21995 87980 21995
7 4 29442 117616 76 29366
8 4 16821 67284 16821
9 4 4327 17294 7 4320

10 4 415 1660 415
5 5 17041 135325 2 3 3 44 104 89 16795
6 5 51133 204466 33 51100
7 5 30998 123652 105 65 30828
8 5 8683 34726 3 8680
9 5 979 3845 28 6 944
6 6 18533 147656 152 18381
7 6 11952 47798 5 11947
8 6 1553 6212 1553
7 7 950 7265 19 60 3 867
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p M N FREE FIXED G R DD 88 R2 D 8

14 901971 7204874 5 30 1076 301 1294 899265
14 1 1 1 1
7 2 1 1
8 2 28 98 3 4 21
9 2 237 912 9 9 219

10 2 505 1970 6 19 480
11 2 360 1408 8 8 344
12 2 106 402 1 10 95
13 2 13 48 1 11
5 3 6 15 1 3 2
6 3 546 2068 6 12 37 491
7 3 5497 21825 1 6 74 5416
8 3 14182 56382 2 57 113 14010
9 3 14722 58755 1 1 64 14656

10 3 7171 28459 5 45 60 7061
11 3 1580 6300 10 1570
12 3 143 538 11 6 126
4 4 20 116 2 1 3 4 10
5 4 4168 16440 6 32 75 4055
6 4 36035 143866 50 87 35898
7 4 79155 316126 112 135 78908
8 4 71742 286748 50 60 71632
9 4 31576 126078 73 40 31463

10 4 6634 26516 10 6624
11 4 551 2178 11 2 538
5 5 30320 241550 2 10 122 116 30069
6 5 153122 611859 3 159 151 152809
7 5 143230 572705 8 98 143123
8 5 65236 260616 124 40 65072
9 5 14894 59556 10 14884

10 5 1415 5592 29 5 1381
6 6 86974 695088 2 33 140 86799
7 6 89212 356514 126 41 89045
8 6 23215 92820 20 23195
9 6 2555 10156 29 3 2523
7 7 13402 107052 36 5 13361
8 7 3417 13582 39 4 3374

15 3426576 27394666 6 35 1090 1186 2148 3422111
15 1 1 1 1
8 2 4 16 4
9 2 119 462 7 112

10 2 591 2364 591
11 2 895 3530 25 870
12 2 498 1992 498
13 2 127 486 11 116
14 2 13 52 13
5 3 1 1
6 3 187 708 20 167
7 3 4745 18671 7 37 107 4594
8 3 22011 87964 40 21971
9 3 36920 147021 5 103 219 36593

10 3 28762 115022 13 28749
11 3 11304 44893 5 62 92 11145
12 3 2107 8426 1 2106
13 3 169 635 12 7 149
4 4 3 16 2 1
5 4 2439 9658 49 2390
6 4 45748 182992 45748
7 4 167354 668840 288 167066
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p M N FREE FIXED G R DD 55 R2 D 5

8 4 230998 923992 230998
9 4 156007 623728 150 155857

10 4 55084 220336 55084
11 4 9751 38986 9 9742
12' 4 698 2792 698
5 5 42670 339488 4 6 66 166 221 42207
6 5 366832 1466938 195 366637
7 5 517302 2067669 7 354 405 516536
8 5 348090 1392272 44 348046
9 5 126496 505362 213 98 126185

10 5 24214 96850 3 24211
11 5 1991 7867 40 7 1943
6 6 323331 2584696 488 322843
7 6 483329 1933180 68 483261
8 6 193911 775644 193911
9 6 42154 168602 7 42147

10 6 3965 15860 3965
7 7 111296 887992 2 135 406 50 110703
8 7 54983 219922 5 54978
9 7 6003 23859 68 7 5927
8 8 3473 27288 124 3349

16 13079255 104592937 5 12 14 60 4125 1117 4896 13069026
16 1 1 1 1
8 2 1 1 1
9 2 36 128 4 4 28

'10 2 429 1666 9 16 404
11 2 1353 5336 19 19 1315
12 2 1493 5890 8 33 1452
13 2 690 2720 10 10 670
14 2 151 578 1 12 138
15 2 15 56 1 1 13
6 3 47 149 3 3 12 29
7 3 2833 11125 5 6 90 2732
8 3 26097 103856 8 79 175 25835
9 3 70760 282621 1 10 198 70551

10 3 84925 338896 2 140 259 84524
11 3 52245 208767 1 1 104 52139
12 3 16997 67648 6 71 90 16830
13 3 2752 10984 12 2740
14 3 195 740 13 7 175
4 4 1 1
5 4 1008 3892 4 18 46 940
6 4 45289 180736 8 67 131 45083
7 4 285375 1140300 2 221 376 284776
8 4 594488 2377060 154 292 594042
9 4 585305 2340070 281 294 584730

10 4 310890 1243156 87 115 310688
11 4 91127 364164 116 56 90955
12 4 13852 55384 12 13840
13 4 885 3510 13 2 870
5 5 47344 376953 3 2 3 4 15 173 243 46901
6 5 720244 2879126 6 343 573 719322
7 5 1524442 6096423 3 58 610 1523771
8 5 1459163 5835024 4 483 325 1458351
9 5 763678 3054369 1 10 160 763507

10 5 229573 917690 242 59 229272
11 5 37708 150808 12 37696
12 5 2715 10766 41 6 2668
6 6 991660 7930294 8 9 119 540 62 990922
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p M N FREE FIXED G R DO SS R2 0 S

7 6 2097534 8388536 526 274 2096734
8 6 1182179 4728414 151 1182028
9 6 390229 1560298 250 59 389920

10 6 72565 290200 30 72535
11 6 5985 23852 41 3 5941
7 7 675981 5406161 6 336 75 675561
8 7 500827 2002570 309 60 500458
9 7 105600 422376 12 105588

10 7 10001 39856 69 5 9927
8 8 59728 477464 19 68 59639
9 8 12859 51290 69 4 12786

17 50107911 400795860 4 7 9 64 4183 4352 8195 50091097
17 1 1 1 1
9 2 5 18 4

10 2 172 688 172
11 2 1248 4942 25 1223
12 2 2709 10836 2709
13 2 2343 9290 41 2302
14 2 902 3608 902
15 2 176 678 13 163
16 2 15 60 15
6 3 6 18 3 3
7 3 1173 4486 8 17 74 1074
8 3 22883 91342 95 22788
9 3 106490 424765 9 174 410 105897

10 3 193669 774538 69 193600
11 3 177886 710186 6 224 446 177210
12 3 89146 356552 16 89130
13 3 24660 98180 6 92 129 24433
14 3 3504 14014 1 3503
15 3 225 853 14 8 202
5 4 271 1050 17 254
6 4 34112 136448 34112
7 4 395338 1580262 545 394793
8 4 1256623 5026492 1256623
9 4 1764700 7057196 802 1763898

10 4 1331013 5324052 1331013
11 4 577936 2311232 256 577680
12 4 143749 574996 143749
13 4 19119 76454 11 19108
14 4 1085 4340 1085
5 5 41330 328380 2 3 3 9 64 184 291 40774
6 5 1168734 4673698 619 1168115
7 5 3766042 15058973 11 868 1713 3763450
8 5 5039358 20156838 297 5039061
9 5 3630653 14519109 9 931 807 3628906

10 5 1547398 6189482 55 1547343
11 5 395198 1579762 378 137 394683
12 5 56623 226486 3 56620
13 5 3630 14393 54 8 3567
6 6 2567828 20537800 1206 2566622
7 6 7630115 30519318 571 7629544
8 6 5799584 23198336 5799584
9 6 2633896 10535342 121 2633775

10 6 737198 2948792 737198
11 6 119428 477694 9 119419
12 6 8689 34756 8689
7 7 3334120 26662289 4 6 2 599 1695 354 3331459
8 7 3356103 13424246 83 3356020
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p M N FREE FIXED G R DO SS R2 0 S

9 7 1047667 4189208 589 141 1046937
10 7 191974· 767886 5 191969
11 7 16025 63861 110 8 15906
8 8 587349 4694728 1016 586333
9 8 241977 967894 7 241970

10 8 22827 91308 22827
9 9 13006 102745 69 251 4 12681

18 192622052 1540820542 20 117 15939 4212 18612 192583152
18 1 1 1 1
9 2 1 1 1

10 2 45 162 4 5 36
11 2 720 2816 16 16 688
12 2 3192 12642 19 44 3129
13 2 5097 20256 33 33 5031
14 2 3531 14002 10 51 3470
15 2 1180 4672 12 12 1156
16 2 204 786 1 14 189
17 2 17 64 1 1 15
6 3 1 1 1
7 3 324 1199 3 2 42 277
8 3 14761 58490 10 66 196 14489
9 3 124513 497268 4 27 359 124123

10 3 353037 1410450 12 273 558 352194
11 3 471268 1884183 1 14 429 470824
12 3 345168 1379100 2 284 499 344383
13 3 144905 579307 1 1 154 144749
14 3 34644 138097 7 103 126 34408
15 3 4396 17556 14 4382
16 3 255 974 15 8 232
5 4 55 186 2 4 10 39
6 4 19282 76754 64 123 19095
7 4 444276 1775266 10 300 604 443362
8 4 2217704 8868708 342 712 2216650
9 4 4421955 17684044 758 1130 4420067

10 4 4597056 18385978 360 763 4595933
11 4 2784608 11136190 581 540 2783487
12 4 1015049 4059540 134 194 1014721
13 4 218608 873946 169 74 218365
14 4 25758 103004 14 25744
15 4 1331 5290 15 2 1314
5 5 27764 220332 4 6 16 160 254 27324
6 5 1574307 6293542 26 524 1280 1572477
7 5 7903297 31607964 10 201 2396 7900690
8 5 14767740 59064860 6 1421 1620 14764693
9 5 14284582 57135593 3 99 1264 14283216

10 5 8214249 32853411 5 1174 611 8212459
11 5 2941738 11766441 1 12 242 2941483
12 5 650544 2601174 419 82 650043
13 5 82476 329876 14 82462
14 5 4746 18860 55 7 4684
6 6 5682531 45451572 12 337 1439 375 5680368
7 6 23875284 95494783 3 1692 1480 23872109
8 6 24038883 96153722 711 194 24037978
9 6 14344365 57373826 1288 529 14342548

10 6 5457210 21828266 287 5456923
11 6 1323538 5293116 439 79 1323020
12 6 189324 757212 42 189282
13 6 12354 49300 55 3 12296
7 7 13980630 111835470 2 69 1726 593 13978239
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p M N FREE FIXED G R DD SS R2 D S

8 7 18321923 73283704 1539 455 18319929
9 7 7644454 30577329 22 220 7644211

10 7 2062794 8249710 650 83 2062061
11 7 333324 1333268 14 333310
12 7 24755 98786 111 6 24638
8 8 4259395 34071432 2 176 753 4258464
9 8 2557203 10227332 658 82 2556463

10 8 463690 1854620 70 463620
11 8 38895 155350 111 4 38780
9 9 258483 2067300 134 7 258342

10 9 48632 194240 139 5 48488

19 19 1 1 1
10 2 5 20 5
11 2 249 978 9 240
12 2 2356 9424 2356
13 2 7235 28814 63 7172
14 2 8859 35436 8859
15 2 5113 20330 61 5052
16 2 1482 5928 1482
17 2 233 902 15 218
18 2 17 68 17
7 3 64 206 4 3 16 41
8 3 6730 26674 123 6607
9 3 112111 447024 14 181 508 111408

10 3 514669 2058246 215 514454
11 3 1007794 4027835 13 517 1134 1006130
12 3 1043651 4174392 106 1043545
13 3 .629639 2516117 7 418 791 628423
14 3 225722 902850 19 225703
15 3 47445 189159 7 128 172 47138
16 3 5413 21650 1 5412
17 3 289 1103 16 9 263
5 4 6 20 2 4
6 4 781$2 31408 7852
7 4 399618 15972.88 592 399026
8 4 3280863 13123452 3280863
9 4 9384420 37532960 2360 9382060

10 4 13265780 53063120 13265780
11 4 10831259 43321472 1782 10829477
12 4 5439572 21758288 5439572
13 4 1700319 6800480 398 1699921
14 4 321540 1286160 321540
15 4 33983 135906 13 33970
16 4 1592 6368 1592
5 5 14083 111100 4 8 39 133 201 13698
6 5 1752470 7007536 1172 1751298
7 5 14197830 56778486 38 1599 4761 14191432
8 5 37349883 149396746 1393 37348490
9 5 53448935 213781108 10 3033 4268 53441624

10 5 36158187 144631830 459 36157728
11 5 17238758 68948067 11 2042 1424 17235281
12 5 5304151 21216472 66 5304085
13 5 1031536 4124556 612 182 1030742
14 5 116998 467986 3 116995
15 5 6112 24287 70 9 6032
6 6 7863367 62899676 1815 7861552
7 6 65184907 260733640 2994 65181913
8 6 86525013 346100052 86525013
9 6 66223132 264889964 1282 66221850
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p M N FREE FIXED G R DO SS R2 0 S

10 6 32587346 130349384 32587346
11 6 10657040 42627772 194 10656846
12 6 2274122 9096488 2274122
13 6 290518 1162050 11 290507
14 6 17081 68324 17081
12 7 556431 2225714 5 556426
13 7 37156 148271 166 9 36980
11 8 847157 3388610 9 847148
12 8· 63584 254336 63584
10 9 1041580 4166306 7 1041573
11 9 87580 349799 250 9 87320
10 10 48840 388692 507 48333

20 20 1 1 1
10 2 1 1
11 2 55 200 5 5 45
12 2 1141 4482 16 25 1100
13 2 6796 27008 44 44 6708
14 2 15041 59906 33 96 14912
15 2 14733 58728 51 51 14631
16 2 7195 28610 12 73 7110
17 2 1862 7392 14 14 1834
18 2 265 1026 1 16 248
19 2 19 72 1 1 17
7 3 8 21 1 4 3
8 3 2207 8518 10 25 115 2057
9 3 75982 302954 8 32 443 75499

10 3 598863 2392971 11 378 846 597628·
11 3 1756745 7024791 5 57 1030 1755653
12 3 2563739 10250641 17 723 1409 2561590
13 3 2143813 8573603 1 18 805 2142989
14 3 1090162 4357914 2 507 857 1088796
15 3 339710 1358407 1 1 214 339494
16 3 63480 253278 8 141 168 63163
17 3 6592 26336 16 6576
18 3 323 1240 17 9 297
16 4 44032 176096 16 44016
17 4 1905 7582 17 2 1886
15 5 162238 648920 16 162222
16 5 7740 30802 71 8 7661
15 6 23234 92788 71 3 23160
14 7 54286 216796 167 7 54112
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Combinatorial Analysis with Values in a Semigroup

A. M. MACBEATH

University of Birmingham, England

1. Background

The analogy between the formula for the partition function

00 00L p(n) x" = TI (1 - Xn)-l
n=O n=l

(1)

and Euler's product formula

«oL n-s =TI (1 - p-s)-l
n=l p

(2)

expressing the fundamental theorem of arithmetic, suggests that both might
be dealt with as part of a common theory. In fact, if E is a subset of the
natural numbers we can consider the E-partitions to be finite subsets of E
together with assignments of a multiplicity to each element. If the weight of
a partition is the sum of its elements, repeated according to multiplicity, the
generating function is a power series and we have a formula such as

00

L PE+(n)Xn = TI (1- xn)-l.
n=O neE

If the weight of a partition is the product of its elements, repeated according
to multiplicity, then the appropriate generating function is a Dirichlet series
and we have the formula

LPEX(n)n-S = TI (1- n-s)-l.
neE

As recognised by Lehmer (1931), the appropriate algebraic background is
the theory of semigroups. Power series correspond to the additive semi-

373
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groups of natural numbers, Dirichlet series are used when the multiplicative
semigroups of natural numbers occur. In general, one may consider a
commutative semigroup r such that each element of r can be expressed
as a product of two elements in only a finite number of ways. If we are
given a set E and a map v : E -+ r such that v-ley) is a finite set for each
y E r (v is a "proper map"), then the generating function for (E, v, T) is the
formal sum

L v(e) = L Iv-l(y)ly,
eeE yer

where the absolute value sign denotes the number of elements in the set.
A good deal of the formalism of ordinary power series manipulations can be
generalised to this situation. Lehmer has applied it in particular to the
semigroup of natural numbers with Lc.m, as operation. The beautiful
theorem of Polya (1937) can also be expressed in this setting (see
Riordan (1958)). The Dirichlet series form of Polya's theorem is due to
Lloyd (1968).

2. Application to the Theory of Trees

We give an instance where the set E to be enumerated is the set of root­
trees (see Riordan, 1958), and the semigroup r is such that the number of
root-trees with a given number of vertices and a given automorphism group
can be read off from the generating function.
By a permutation group we mean a pair (G, A) consisting of a finite set A

and a finite subgroup G of the symmetric group of permutations of A.
If (J = (G, A) and r = (H, B) we define ot = (G x H, A uB), where the
permuted set is the disjoint union of A and Band G acts on A, fixing all of B,
while H acts on B fixing all of A. We also have the wreath product (J l r,
defined in Hall (1959).
A root-tree is a graph without circuits and with one distinguished vertex

called the root. An automorphism of a root-tree is a permutation f of its
vertices such that both f and f -1 map pairs of vertices joined by an edge
into pairs joined by an edge, and map the root on itself. If we remove from
a root-tree T the root and all the edges incident with the root, then the
(disconnected) graph that remains is a root-tree-partition, say

the roots being the vertices which were, in T,joined by an edge to the root of
T. Any automorphism of T must permute among themselves the n, trees
Ii, for each i. Further, the ways of mapping one of the trees Ii into another
isomorphic one T/ are all given from a standard one by applying an auto-
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morphism of T/. Thus, if A(T) denotes the automorphism group of T,
we have

where a; denotes the symmetric group on n elements acting on these
elements in the normal way. (Here the group A(T) is represented as a
permutation group acting on the free vertices of T, i.e. those vertices, other
than the root, which are incident with only one edge; the root counts as a
free vertex of the tree with one vertex and no edges, but not of any other
tree).
We cannot enumerate the trees by their automorphism group alone, for

it is easy to deduce from what follows that there are infinitely .many trees
with each given group. Hence we enumerate them simultaneously by
automorphism group and number of vertices. If !T denotes the set of all
root-trees (strictly the set of all isomorphism classes of root-trees), and, for
each T E!T, A(T) is the automorphism group, n(T) the number of vertices,
then our formula is

I A(T) x"(T) = x TI (1 + f (A(T) 1. uv) XVn(T»)
rcr Te.r v = 1

(4)

This follows at once from (3), the factor x at the beginning, arising
because T has one more vertex (the root) than the total number of
vertices of the tree-partition

A more conventional numerical formula, entirely equivalent to (4), is

(5)

where t(g, n) is the number of root-trees with n vertices the automorphism
group g, taken as permutation group on the vertices. The semigroup here
used is the product r x N +, consisting of pairs (g, n) where 9 is a
permutation group and n is a natural number. The permutation groups
combine by "direct sum" as indicated above while N+ is the additive semi­
group. However, the possibility of permuting trees in the partition leads to
the intrusion of the wreath product in (5), so that the analogy with (1) is
not complete.
Since the terms on the right of (5) contributing to x" involve only

t(g', n') for n' ~ n - 1, the formula enables us to derive t(g, n) recursively
from those with lower n, starting from t ({1}, 1) = 1, t (g, 1) = 0 if 9 ¥: {I}.
Here {I} denotes the trivial group consisting of the unit element only.
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If we ignore the automorphism group by setting g = 1 everywhere we
obtain Cayley's formula (1889-1897) for the number ten) of root-trees with n
vertices.

00L ten) x" = x fI (1 - ~)-t(n).
n=l

(6)

Again, if we select from (5) only the trees with trivial automorphism group
(g = {I}), we derive, for the number t'(n) of such trees, the formula

00L t'(n) x" = x Il(1 + ~Y'(n).
n=l

(7)

This formula, easily derived directly, also appears to be new.
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The Use of Computers in Search of Identities
of the Rogers-Ramanujan Type

GEORGE E. ANDREWS*
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1. Introduction

The study of identities of the Rogers-Ramanujan type has until recently
been one related to a few striking but isolated results. There are now known
to exist many general theorems in this area some of which are described
in Sections 3 and 4. Our object here is to suggest the role a computer might
play in the search for a complete characterization of partition identities of
the Rogers-Ramanujan type. In Section 5, three problems are posed whose
solution might possibly be indicated with the aid of a computer. Also in
Section 5, a conjecture concerning asymptotic properties of the partition
functions under consideration is given. If this conjecture is correct, its proof
should yield information which would make the computer's task much
simpler. In Section 6, we analyze how the computer may be used to approach
our problems. In Section 7 we prove a partition theorem whose truth was
suggested in Section 6.

2. History up to 1960

The study of partition theorems of the Rogers-Ramanujan type dates
back to Euler (1748) who proved the following partition theorem.

THEOREM 1. The number of partitions of a natural number, n, into distinct
parts equals the number of partitions of n into odd parts.

For example, 5 may be partitioned into distinct parts in three ways,
5, 4 +1, 3+ 2 and into odd parts in three ways, 5, 3+ 1+ 1, 1+1+1+1+1.

• Partially supported by National ScienceFoundation grant GP-8075 and by a grant from
the Atlas SymposiumNo.2.
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As is well-known (cf. Hardy and Wright, 1960), Theorem 1 may be
deduced from the simple infinite product identity

JJ1( 1+ qn) = Jjl ( 1 _ s" -1) - 1.
Up until the early 1900's v~ry little else was discovered in the way of

partition theorems of this type.
In 1916, two new theorems of this type were described by MacMahon

(1916).

THEOREM 2. The number of partitions of n with minimal difference 2 between
summands is equal to the number of partitions of n into parts of the forms
5m + 4 or 5m + 1.

THEOREM 3. The number of partitions of n with minimal difference 2 between
summands and each part ~ 2 is equal to the number of partitions of n into
parts of the forms 5m + 2 and 5m + 3.

MacMahon remarks that these theorems are deduced from the two
identities for the generating functions due to Ramanujan.

00 n2+n 00

1+ L q n = TI (l - qSn-3)-1 (1 - qSn-2)-1. (2.2)
n= 1 (1 - q) ... (1 - q ) n= 1 . _

MacMahon (1916) does not have a proof for these results; however, he states
on page 33:

"This most remarkable theorem has been verified as far as the coefficient
of q89 by actual expansion so that there is practically no reason to doubt
its truth; but it has not yet been established."

This indicates a "rule-of-thumb" procedure for verifying partition identities
of the type described in Theorems 2 and 3. A hand-computation in simple
cases, or a machine computation can be used to check results like
Theorems 2 and 3 for small values of n. While nothing is proved, nonetheless,
the results are sufficiently likely that one may undertake to find a proof.
Actually (2.1) and (2.2) had been proved much earlier by Rogers (1894);

also, Theorems 2 and 3 were discovered and proved independently by Schur
(1917).
The only other major theorem of this type discovered prior to 1960 was

given by Schur (1926) (cf. Andrews, 1967d, 1968a).
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THEOREM 4. The number of partitions of n with minimal difference 3 between
summands and no consecutive multiples of 3 as summands is equal to the
number of partitions of n into parts of the forms 6m + 1 and 6m + 5.

Apart from these results, a rather rich theory of basic hypergeometric
, series was developed by W. N. Bailey and his students; numerous analytic
results similar to (2.1) and (2.2) were found (cf. Slater, '1952). On the
combinatorial side of things Lehmer (1946) and Alder (1948) proved that
no other theorems of as simple a character as Theorems 1-4 could exist.

3. Recent Results Related to Well-poised, Hypergeometric Series

Gordon (1961) was the first to score a major breakthrough in this study.
He proved the following result.

THEOREM 5. Let a and k be integers °< a ~ k. Let Ak,a(n) denote the
number of partitions of n intoparts not of theforms (2k + l)m, (2k + l)m ± a.
Let Bk,a(n) denote the number of partitions of n of the form

where b, ~ b.; 1, b, - bi+k-1 ~ 2, and 1 appears as a summand at most
a - 1 times. Then Bk,aCn)= Ak,aCn).

For k = a = 2 we obtain Theorem 2, and k = 2, a = 1 yields Theorem 3.
Subsequent to this Andrews in a series of papers (1966), (1967a),

(1967b), (1967c), (1969b) extended Gordon's results by means of generating
functions of the basic hypergeometric type. Andrews (1969b) gives the
following result which contains much of the previous work.

THEOREM 6. Let °~d - 1~ a ~ k all be integers, and 2d - 3 ~ k for
d » 3. Let Bd,k,a(n)denote the number ofpartitions ofn of theform n = b1+ ...bs,
where bi ~ bi+ 1, only parts divisible by d may be repeated, bi - bi+k- 1 ~ d
with strict inequality if dlbi and at most a-I parts are ~ d.
If d is odd, define Ad,k,a(n)to be the number of partitions of n into parts

such that only parts divisible by d may be repeated and no part is == 0,
± (a - t(d - 1))d(mod (2k - d + 2)d).
If d is even, define Ad,k,a(n) to be the number of partitions of n into

parts whereonlyparts divisible by dl2 may be repeated, nopart is == d(mod2d),
and no part is == 0, ± (2a - d + IHd (mod(2k - d + 2)d). Then

Ad,k,a(n) = Bd,k,a(n).
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The generating function related to Bd•k•1 (n) is (after suitable specialization
of parameters)

d-1 CX)

TI TI (1 + xqaj -1)
j= 1m=1

in the standard notation (Slater, 1966).
The above is a very general well-poised basic hypergeometric series whose

function-theoretic properties are studied in great detail for d = 4, 5, and 6
(see Slater, 1966). Thus the partition identities of this section are related to
a well explored area of basic hypergeometric series.
This particular aspect of partition theory is still far from complete. In

particular, numerical evidence indicates that the condition 2d - 3 ~ k in
Theorem 6 is unnecessary.
In the next section we shall study results where the generating functions

are not nearly so well-known.

4. Partitions with Difference Conditions

This section is devoted to results on partitions in which restrictions
relate to the difference between adjacent summands. Thus Theorems 2, 3,
and 4 are of this type as are the negative results of Lehmer (1946) and
Alder (1948).
Gollnitz (1967) and Gordon (1965) were the first to give results of this type

beyond Theorems 2, 3, and 4.

DEFINITION 1. Let A(a1, a2' ... , as;M, n) denote the number of partitions of
n into distinct parts congruent to some a, (mod M).

DEFINITION 2. If C denotes a set of positive integers and if f = 0,1, let
Bibt, ... ,bM; C; n) denote the number of partitions of n of the form
n = e1 + ... + e, where e, - ej+1 ~ bj if e.;f == j(mod M) and no e, is in C.

DEFINITION 3. Let C(al, ••• ,as; M; n) denote the number of partitions of n
into parts congruent to some at(mod M).
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THEOREM7. (Gordon, 1965; Gollnitz, 1967)

Bo(2, 3; 2; 0;n) = C(I, 4, 7; 8; n);

Bo(2, 3;2; {1,2};n).= C(3, 4, 5; 8;n).

THEOREM8. (Gollnitz, 1967)

Bo(3, 2; 2; 0;n) = A(l, 2, 4; 4; n) = C(I, 5,6; 8; n);

Bo(3,2;2;{I};n) = A(2,3~4;4;n) = C(2, 3, 7;8;n).

THEOREM9. (Gollnitz; 1967)

Bo(7, 6, 7, 6, 6, 7; 6; {I; 3}; n) = A(2, 4,5; 6; n) = C(2, 5,11; 12; n).

More recently Andrews (I968b, 1969a) has shown that very general re­
sults of this nature exist.

THEOREM10. (Andrews ,1968b). If M = 2n - 1,

BO(Yl' ... , YM; M; CC;N)

= A(M - 2n-t, M - 2n-2, ••• , M - 2,M -1; M; N),

whereCCis the set of all N for which the right hand side of the above equation= 0,
and Y j = (2n - l)w(P( - j)) + v(P( - j)) - P( - j), with p(m) the least posi­
tive residue of m (mod M), w(m) the number of powers of 2 appearing in the
binary number representation of m, and v(m) the least power of 2 appearing.

THEOREM11. (Andrews, 1969a) In the notation of Theorem 10,

BI(c5l, •• " c5M; M; ¢;N) = A(I, 2, ... , 2n-l; M; N),

where c5j = (2n - 1)w(j) + v(j) - j.

·It should be remarked· that these theorems can be refined to give stronger
theorems which take into account the number of parts in the partitions. As
an example we give a generalization of Theorem 4 due to Gleissberg (1928).

THEOREM12. Let Ain) denote the number of partitions of n into s distinct
parts not divisible by 3. Let Bin) denote the number of partitions of n into s
parts (parts divisible by 3 are counted twice) of the form n = e1 + ... + e.,
e, - ej+'l ~ 3 with strict inequality if 3lej. Then As(n) = Bs(n}.
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Theorems 10 and 11 are susceptible to similar generalizations.

DEFINITION 3. Let A(VI,V2'"'' vs; ai' ... ,as; M; n) denote the number of
s

partitions ofn into L Vj distinct parts where Vi parts are ss ai(mod M).
j=1

THEOREM 13. If M = 2n - 1 and ~1' ••• '~M are as defined in Theorem 11, let
B1#(Vh V2' ••• , Vn; ~1' ••• '~M;M;N) denote the number of partitions of the
form n = e1 + ... + e., where e, - ej+l ~ ~j if ej+l ::j(modM), and if
we write e, = 8jM + Pi where Pi is the least positive residue of e,(mod M) and
if Pi = 2~1(j) + ...+ 2~J(i), where ~I (i) > ...> ~ii), then exactly VI of all
the ~k(h) should be zero, V2 of all the ~k(h) should be 1, ... , and Vn of all the
~k(h) should be n - 1. Then

This theorem generalizes Theorem 11. Its proof does not appear in the
literature; however, it follows from introducing n parameters, 'th 't2' ... ,Tn

into the functions discussed by Andrews (I969a) (see equations (3.11) and
(3.15) in Andrews (I969a) where now <x(i) = 2j-1):

with M = 2n - I.
A similar generalization holds for Theorem 10.

5. Problems Concerning Partition-theoretic Identities

After the discussion of the previous section concerning the various known
partition identities, the following questions are quite natural. Furthermore
these seem to be the next steps in the study of such identities.

PROBLEM I. Let M be a positive integer. What are the sets of positive integers
{ah ... ,as}, {bl, ... ,bM}, and {Ch ... , ct} = CC such that

First we remark that if we know an answer to Problem 1 for a
particular M, then the sets {ah ... ,as, al + M, ... .a, + M, ... ,
al + (k - I)M, ... , as+ (k - I)M}, {bI', •.• ,biM} where bi = bj for
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j == i (mod M), and ((/ work for kM. Such a solution is clearly trivial for
kM. From the previous section we note that non-trivial solutions are
known for

M = 1, 3, 4, 6, 7, 15, 31, ... , 2n - 1, ....

PROBLEM 2. Same as Problem 1· except that Bo(b1, ... ,bM; M; ((/;n) is
replaced by B1(b1, ... ,bM; M;rt';n).

As with problem 1, we know non-trivial results for m = 1,3,4,6, 7, 15,
31, ... , 2n - 1, ... .

PROBLEM 3. Same as Problem 1 except that we now specify aj =M - 2j-1,

All the cases known in answer to Problem 1 are of this form.
It would greatly aid the search for partition-theoretic identities if some­

thing were known concerning the asymptotic properties of the partition
functions described in Problems 1, 2, and 3.

By Ingham (1941), it appears likely that

where C may be explicitly determined; indeed one need only prove that
A(n) is monotone to fulfill Ingham's conditions.
This leads us to the following

CONJECTURE. For the BAbh ... ,bM; M; ((/;n) defined in any of Problems 1,
2, or 3, there exist a and f3 such that

If this conjecture is correct, and if one can compute a and f3 explicitly,
then for A(ah ... ,as; M; n) to equal B(b1, ... ,bM; M; ((/;n) we must have

1t I--
a = C and f3 = ""4 y sj3M. Such knowledge would allow one to discard many

incorrect alleged identities a priori.

6. Possible Techniques for Solving Problems 1-3

Let us consider Theorem 12 of the previous section. We suppose that we
are considering As(n) and wish to define difference conditions for a
partition function Bs*(n) so that As(n) = B,*(n).
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It is very simple to construct a short table for As(n):

nV 2 3 4 5

1 1 0 0 0 0
2 1 0 0 0 0
3 0 1 0 0 0
4 1 0 0 0 0
5 1 1 0 0 0
6 0 2 0 0 0
7 ] 1 1 0 0
8 1 1 1 0 0
9 0 3 0 0 0
10 1 1 2 0 0
11 1 2 2 0 0
12 0 4 1 1 0
13 1 2 4 0 0
14 1 2 4 1 0
]5 0 5 2 2 0

Now we look for three natural numbers Yl' Y2, and Y3, such that if B, *(n)
denotes the number of partitions of n into s parts (parts == 0 (mod 3) are
counted twice) of the form n = b1 + b2 + ... + b., b, - b.; 1 ~ Yj if
b, == j (mod 3), then As(n) = Bs*(n) in the given range.

Since all singleton partitions are admissible, the values of B,*(n) for
11 :s:;; 4 imply Y3 > 2, Y2 > 1, Y 1 > o.

For n = 5, we see that we must have as admissible partitions 5 and
4 + 1 (3 + 2 is inadmissible since A3(5) = 0), and all other possible partitions
of 5 are inadmissible due to the previous conditions on the y's. Thus
Yl :s:;; 3.
For n = 6, we see that 6, 5 + 1 and 4 + 2 are all possibly admissible

(one of these must eventually be excluded however).
For n = 7, we see that 7, 6 + 1, 5 + 2, are the only possibly admissible

partitions. Thus Y2 :s:;; 3, Y3 :s:;; 5.
We now have the possibilities Yl = 1,2, 3, Y2 = 2,3, Y3 = 3,4, 5. Thus

there are now 18possible choices for the triple (Yl' Y2, Y3). It is now a simple
matter to program a computer to evaluate B/(n) for 1 :s:;; s :s:;; 5, 1 :s:;; 11 :s:;; 15
for each possible choice of (Yl' Y2, Y3). Indeed in this case a hand com­
putation will suffice. The results of this computation yield (3, 3, 4) and
(3, 2, 5) as the only triples for which B, *(n) = AsCn) in the given range. The
first triple produces Theorem 12. The second triple has not been discussed
previously; we shall show in the next section that it also produces a valid
partition theorem.
After our search on the computer has been completed we are still not

certain that the proposed definition of B, *(n) is always identical with AsCn).
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For example, the above approach was applied to AsO(n) the number of
partitions of n into s distinct parts ==16,0, 12, or 13(mod 14). By our search
technique one finds that BsO(n) seems to be the number of partitions of n
into s parts (where each part ==6, 10, 12, 13(mod 14) is counted once, each
part ==2,4, 5, 8,9, or 11(mod 14) is counted twice, and each part
==0, 1, 3, 7 (mod 14) is counted three times) of the form n = bi + ... + b.,
bi - bi+1;:::: Yj if bi ==j(mod 14), and Yl = Y3 = Y7 = Y14 = 29,
Y2 = Y4 = Ys = 20, Y6 = YI0 = Y12 = Y13 = 14, Y9 = 23, Y8 = Y11 = 24.
Unfortunately allgoes well for n ~ 92; but As(93) ¥: Bs(93).
Thus the search may indeed not produce a generally valid partition­

theoretic identity; however, since such searches produced all the general
results in Section 4, it may be hoped that it will be possible to discover other
new results. As we shall see in the next section, one such new result has been
discovered by the simple search we have outlined here.

7. Proof of Theorem 14

The following result is the second possible result related to the search
described in Section 6 (the first possible result was Theorem 12).

THEOREM 14. Let A(n) denote the number of partitions of n into distinct parts
not divisible by 3. Let B(n) denote the number of partitions of n of the form
n = e1 + ...+ e., where e, - ej+1 ;::::3, 2 or 5 when e, ==1,2, or 3 (mod 3)
respectively. Then A(n) = B(n).

Proof Following the approach of Andrews (l967d) to Schur's theorem,
we let nim, n) denote the number of partitions of n of the type enumerated
by B(n) with the added restriction that all parts are ~ m. Define the
polynomial

C()

dm(q) = dm = 1+ L nim, n)q".
,,=1

(7.1)

Then as in Andrews (1967d),

d3m+2 = d3m+1 + q3m+2 d3m;

d3m+I = d3m + q3m+I d3m-2;

d3m = d3m-I + q3m d3m-S'

(7.2)

(7.3)

(7.4)
By (7.3),

(7.5)

and by substituting (7.5) into (7.2), we ohtain

d3m+2 = (1 + q3m+2)d3m+ 1 - s":" d3m-2. (7.6)
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Now substituting (7.5) and (7.6) into (7.4), we have
d3m+1 = (1 + q3m-1 + q3m+1)d3m_2 + q3m(1_ q3m-3)d3m_s. (7.7)

This equation is valid for m > O.Now define

So = 1+ q. (7.8)

m-1
Thus if we multiply (7.7) by Il (1 - q3j)-l, we obtain

j=l

(1 - q3m)sm = (1 + q3m-l + q3m+1)sm_1 + e"' Sm-2' (7.9)
00

If we let F(x) = I Smxm, then from (7.7) we have
m=O

Hence
F( ) = (1 + xq2) (1 + xq4) F( 3)

x (1- x) xq . (7.11)

Repeated iteration yields
00 (1+ xq3n+2) (1+ xq3n+4)

F(x) = F(O) Do (1 _ xq3n) (7.12)

00 (1+ xq3n+2) (1+ xq3n+4)
= (l + q) Il (1 3n) .n=O - xq

Now by Appell's comparison theorem (Dienes (1957))

00

1+ I B(n)qn = lim dm
n=l m=oo

00

= Il (1 - q3n) lim Sm
n= 1 m-'oo

00

= Il (1 - q3n) lim (1 - x)F(x)
n= 1 x-.1-

00

= Il (1 + s"" 1) (1 + q3n+2)
n=O

00

= 1+ I A(n)qn.
n=l

(7.) 3)



COMPUTERS IN SEARCH OF IDENTITIES OF THE ROGERS-RAMANUIAN TYPE 387

Comparing coefficients on both sides of this equation, we obtain the
desired result.
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1. Introduction

Euler discovered the identity
00 00Il (1 - Xi) = 1+ L (- It.0(3k± 1)/2

i= 1 k= 1
(1.1)

by computing the first fifty coefficients. The identity (1.1) combined with
00 00

Il (1-Xi)-1 = LP(n)x"
i=1 11=0

yield

pen) - pen - 1) - pen - 2) + pen - 5) + ...

+ (- Il pen - k(3k ± 1)/2) + ...= o.
This gives a very effective method for computing pen), the number of parti­
tions ofn.
Identities, congruences and asymptotic properties of various partition func­

tions have been discovered in many cases from the computed values of these
partitions number. More recently, computers have proved useful in dis­
covering some of the new results. The object of this paper is to indicate the
possible applications of computers.

2. Multipartition Numbers

The generating function for q,(n1' n2, ••• , ns) the number of partitions of
(n1' n2' ... , ns) into at most r parts is given by

00no - x/J x/2 ••• X/·Z)-1 = L l/JrCX1'X2, ... , xs)Z' (2.2)
,=0

• Supported in part by NSF GP-12716.
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where the product on the left extends over all (k1' ... , ks), k, ;;;:::0, 4>O(Xl' X2'
... , Xs) = 1 and

4>,(X1'X2' ... , xs) = LQ,(n1' n2' ... , ns)x1"1 X2"2 ... xs"s. (2.3)

4>,(Xl' X2' ... , xs) satisfy

r?,(x1, X2, ... , xs) = mt1 4>,-m(x1, X2' ... , Xs)III (1 - xt)·

Using these recurrences, we can express 4>,(Xl' X2' ... , xs) as

A,(X1' x2, ... , xs)
4>,(X1'X2' ... , xs) = -,-s----

L L (1- xt)
m=1 i= 1

(2.4)

(2.5)

where A,(X1' X2' ... , xs) = ~A,(ml' m2, ... , ms)xlm1, x2m\ ... , xsms is a poly­
nomial of degree en in each of Xi.
The quantities A,(m1' m2' ... , mi) can be evaluated with the aid of certain

s-tuples of permutations. Let
n- (123 r)

t1t2t3 t,

be a permutation on r marks and let m 1(II), m2 (II) be the characteristic
numbers of II defined by

(2.6)

m2 = L (r - j).
tj+l<tj

(2.7)

It has been shown by Cheema (1961) that for all r > 0, A,(m1' m2) is the
number of permutations on r marks having characteristic numbers m1, m2•

Thus A,(ml' m2) ;;;:::O.Numerical results indicate that A,(mh m2' ... , ms) ;;;:::o.
Gordon (1963) has shown that this is the case by showing the m., m2' ... , m,
are the characteristic numbers of certain s-tuples of permutations. A scheme
for computing A,(m1' m2) on a computer will proceed in the following way

...-------+ I generate next permutation II I
~I calculate m 1(II), m2 (II) I
~I store a unit in location (ml' m2) I
~

__n_o_---i see if all permutations have been generated I__ y_e_s-:~

Print results
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q,{nl' n2) are easily computable using (2.5), and noticing that

which implies

q,{n1, n2) = L q,{nl - m1)q,{n2 - m2)A,{ml' m2), (2.8)
(~)~ml,m2~0

where q,{n) denotes the number of partitions of n into almost r parts. To
compute A,{ml, m2), q,{nl' n2) by another method we can use (2.4). This
method is quite general and suitable for high speed computing for s ~ 3. It
can be extended to s > 3 if the computing machine and coding used allow
for arithmetic operations on varibles having four or more subscripts. We use
{(1 - Xl m)(1 - X2m)}-1 as an operator.
Consider a formal power series in two variables Xl' X2 denoted by
L aijxli x/ whose coefficientsmay be written as an infinite matrix (aij). Let

i,j=O

{(1- x1m)(I- X2m)}-1c.~oaljx1; x/) = ;.~obIjX1;X/.
The matrix (bij) is obtained from (ai) by applying the following row and
col umn operations

(2.9)

b'no ano an-m,O an-jm.o

r.. anI an-m,l an- jm,1

r: an2 an-m,2 an- jm,2 ' j = [:]. n = I, 2, ... (2.0)

+ + ...

[bo,n, bI,n, ... J = [b'o,n, b'1,n, ... J + [b'O,n-m, b'l,n-m + ...J + ...
+ [b' O,n- [m» b' 1,n- [m» .•• J (2.11)

call (bij) = (at)m,m'

Thus (2.4) for s = 2 yields

r(q,(i,j)) = (q,-l(i,j))I,1 + (q,-2(i,j»)2,2 + ... + (qo{i,j»)", (2,12)
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where

(

/100 )
.. 000 .

qoCI.J) = ~::: • (

111. .. )
. . 111. ..

q1CI. J) = ~~~::: .

By this technique qr(n1, n2) are easily computible. For s = 3, we perform
additions on three dimensional arrays. From Q2(n1' n2)' we obtain Ar(m1' m2)
by multiplying the formal power series

by (1 - x1)(1 - X12) ... (1 - x{)(1 - x2)(1 - X22) ... (1 - X22). This involves
subtraction operation on rows and columns of qr(n1, n2). This was used by
Cheema to compute qr(n1, n2) for 0 ~ n1' n2 ~ 48, 2 ~ r ~ 98.
The same type of technique can be used for the evaluation of restricted

and unrestricted partitions numbers, plane partition numbers and other mul­
tipartition numbers. For details see Cheema (1956, 1967), Gupta (1958),
MacMahon (1916) and Robertson (1962).

3. Congruence Properties

Ramanujan stated the conjecture that if p = 5, 7 or 11 and 24n - 1 == 0
(mod p"), a ~ 1, then pen) == 0 (mod p"), he had proved the conjecture for
certain values of a. Considerable interest was shown for this conjecture as it
turned out to be false for n = 73• Computations by Lehmer (1936) confirmed
the validity of the conjecture for certain values of n. Watson (1938) proved
the conjecture for all powers of 5 and modified the conjecture for powers of7.
Finally Atkin (1968) settled the conjecture by proving the following.

THEOREM.If 24n - 1 == 0 (mod 5a7b11C) where a, b, c are nonnegative in­
tegers then

[
b + 2]pen) == 0 (mod 5a7dl F) with d = -2-.

Recently Atkin and O'Brien (1967) found some properties of pen) modulo
powers of 13. Computers played significant role in these results as modulo
computations are extremely fast on computers. Lehmer's computations were
based on asymptotic series for pen).
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4. Generating Functions

MacMahon proved that the generating function for plane partitions is
given by

ct::> coL P3{n)Xn= Il (I - x')-r
11=0 r= 1

(4.1)

and conjectured that the generating function for solid partitions is given by
co co e+1)L n4{n)~ = Il(I - x')- 2 •

11=0 r=1
(4.2)

Recently this conjecture has been proved to be false by Atkin, Bratley,
Macdonald and Mckay (1967) by generating the solid partitions P4{n) of n
on a computer for n ~ 21 and noticing that P4{n) -::F n4{n) for n ~ 6. The
exact form of the generating function for solid partitions is still not known.

5. Asymptotic Results

Lehmer studied the convergence properties of the Hardy-Ramanujan
series for pen). Using Farey dissections, Hardy and Ramanujan (1918)
obtained an infinite series for pen), the first few terms of which gave the value
of pen) exactly if we neglect the decimal part in the answer. Lehmer showed
that the Hardy-Ramanujan series was divergent and Hardy and Ramanujan
had been fortunate in breaking at a point where the series gave a correct
answer.
The Hardy-Ramanujan series gives

(12)t [Jill ( U )
pen) = {24n _ l)u k~l Ak *{n){u - k)exp k + O(log (n)/.Jn)

where u = 11{24n - l)t/6.
A change in path of integration enabled Rademacher to replace (u - k)

exp (u/k) in the Hardy-Ramanujan series by (u - k) exp (u/k) + (u + k)
exp ( - ulk) to obtain a convergent series for pen).
Lehmer also showed that if only 2 II; terms of the Hardy-Ramanujan

series taken, the resulting series will differ from pen) by less than t, provided
n > 600. Recently asymptotic series for different partition numbers have been
obtained by various authors. (See Cheema, 1967; Gordon 1968; Hajis, 1963,
1964;Rademacher, 1937;Robertson, 1960;Todd, 1943;Wright, 1957).Among
these are the asymptotic results for the restricted and unrestricted ordinary
partition numbers, rowed, plane and multipartition numbers. Again compu­
ters should prove useful in the estimates for the error and for proving the
convergence properties of some of these series by comparing the exact-values

(5.l)
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of these numbers with those obtained by using the first term or in some cases
the first N terms of these series. The reader should also note the papers of
Atkin, Andrews, and Churchouse, presented at this symposium.
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Binary Partitions

R. F. CHURCHHOUSE

Atlas Computer Laboratory, Chilton, Didcot, England*

The classical partition function pen) has been studied by mathematicians
for more than two centuries. Euler, one of the earliest to study it, discovered
the generating function

00 00

L p{n)x" = IT {l - X")-1.
"=0 "=1

(I)

Attempts were made to find estimates of the size of pen) but it was not until
1917 that Hardy and Ramanujan found, and proved, the asymptotic formula
whose first term is given by

pen) ~ _1_ exp(nJ2n)
4nJ3 3

It is perhaps even more remarkable that nobody before Ramanujan had
noticed the congruences satisfied by pen) whenever n belongs to certain
arithmetic progressions, viz.

p{5n + 4) == 0 (mod 5),
p{7n + 5) == 0 (mod 7),
p{l1n + 6) == 0 (mod 11).

A fewyears ago I had the idea of using a computer to search for congruence
properties of these types. It is relatively simple to write a program to do this.
I had wondered if there might exist further congruences of the form

p{an + b) == 0 (mod a) (2)

where a > 11. However, at that time I met Dr. Atkin who told me that the
prospects were very poor.
A short time later it occurred to me to apply the computer to the calculation

• Present address Computer Centre, University College, Cardiff, Wales.
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of the number of partitions of n as the sum of powers of 2. Denote this num­
ber, the number of binary partitions of n, by b(n). Thus, since

5=4+1 =2+2+1 =2+1 +1 +1 =1 +1 +1 +1 +1,

we see that b (5) = 4.

By analogy with the Euler product (1) we see that
00 00

F(x) = L b(n) x" = TI (l_x2")-1.
n=O n=O

(3)

Multiplying by (1 - x) we obtain
00

(1 - x) F(x) = TI (1 - X2")-1 = F(x2),
n=l

(4)

and we deduce at once that
b(2n + 1) = b(2n),

b(2n) = b(2n - 2) + b(n).

(5)
(6)

Bymeans of (5) and (6) we can rapidly compute b(n) on a computer for a wide
range of values of n. At the end of the paper I give a table of b(n) for even
values of n up to 200. The values for odd n are redundant, from (5).
A study of this table revealed that b(n) possesses some simple congruence

properties mod 2, mod 4, and mod 8. Having found these I was able to prove
them quite easily. The facts are given by

THEOREM1. (i) b(n) == 0 (mod 2) for all n ~ 2,

(ii) b(n) == 0 (mod 4) if and only if n or
n - 1 = 4m(2k + 1) (m ~ 1),

(iii) b(n) == 0 (mod 8) for no value of n. ./

(For a proof see Churchhouse, 1969.) It is astonishing that even these simple
congruences had not been noticed before although b(n) had been studied by
Euler and others.
No congruences to moduli other than 2,4, and 8 were found but, in a most

fortuitous way, I found a class of congruences of a slightly different type.
From (5) and (6)

b(2n) = b(n) + b(n - 1) + b(n - 2) + ...+ b(O),

b(4n) = b(n) + 3b(n - 1) + 5b(n - 2) + ... + (2n + 1)b(O). (7)

and so on. It is, in this way, possible to express b(2kn) as a sum involving
b(n), b(n - 1), ... , b(O). I was using (7) to extend the range of the computed
tables one day when I noticed that some of the values were divisible by 8 and
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even higher powers of 2. Since this contradicts (iii) of Theorem 1 there had
obviously been a miscalculation and I found that I had inadvertently com­
puted not b(4n) but b(4n) - b(n). Further examination showed that
b(4n) - b(n) == 0 (mod 8) whenever n is even. This subsequently proved to be
a special case of a much stronger result which I published (Churchhouse,
1969) as a conjecture, viz:

CONJECTUREIf k ~ 1 and t == 1(mod 2)

b(22k+2t) - b(22kt) == 0 (mod 23k+2)

b(22k+ It) - b(22k-1t) == 0 (mod 23k).

I was able to prove this conjecture for any given value of k but a general
proof did not appear to be so easy. The numerical evidence in support of the
conjecture was overwhelming and furthermore it seemed that the congruences
are always exact, i.e., that the differences on the left hand sides in the con­
jecture are always divisible by precisely the power of 2 given on the right hand
side and by no higher power.
A few months after I had made the conjecture Redseth (1970) succeeded in

proving it and his proof also reveals that the congruences are indeed exact.
I had some of the evidence for p = 3, (Churchhouse, 1969), and this showed
that the results in this case must be less elegant than in the case p = 2.
Redseth (1970) also proved the complete general results for partitions based
on powers of a prime p > 2.
On the question of the size of hen) it is not too difficult to prove that

b(n) = O(ntIOg2n).

In fact, Mahler (1940) proved that if tk(n) denotes the number of partitions
of n as the sum of powers of k then

(logn)2
log tk(n) ..... 2 log k .

One final point: the total time required on the SRC Atlas to carry out all
the calculations involved in this work was only a matter of seconds. It is
however salutary to realise that the most interesting results were discovered
because I made a mistake in a hand calculation!
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Table of Values of the binary partition function

n b(n) n b(n)

0 1
2 2 102 10,614 -"

_,....

4 4 104 11,514
6 6 106 12,414
8 10 108 13,428

10 14 110 14,442
12 20 112 15,596
14 26 114 16,750
16 36 116 18,044
18 46 118 19,338
20 60 120 20,798
22 74 122 22,258
24 94 124 23,884
26 114 126 25,510
28 140 128 27,338
30 166 130 29,166
32 202 132 31,196
34 238 134 33,226
36 284 136 35,494
38 330 138 37,762
40 390 140 40,268
42 450 142 42,774
44 524 144 45,564
46 598 146 48,354
48 692 148 51,428
50 786 150 54,502
52 900 152 57,906
54 1014 154 61,310
56 1154 156 65,044
58 1294 158 68,778
60 1460 160 72,902
62 1626 162 77,026
64 1828 164 81,540
66 2030 166 86,054
68 2268 168 91,018
70 2506 170 95,982
72 2790 172 101,396
74 3074 174 106,810
76 3404 176 112,748
78 3734 178 118,686
80 4124 180 125,148
82 4514 182 131,610
84 4964 184 138,670
86 5414 186 145,730
88 5938 188 153,388
90 6462 190 161,046
92 7060 192 169,396
94 7658 194 177,746
96 8350 196 186,788
98 9042 198 195,830

100 9828 200 205,658



Multiplanar Partitions

DONALD BURNELLAND LORNE ROUTEN*
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1. Multiplanar Partitions
We define a multiplanar (or solid) partition of a non-negative integer n to

co

be a solution of the Diophantine equation n = L ni,i,k where the ni,i,k are
i,i,k=O

non-negative integers satisfying the inequalities ni,i,k ~ ni+ l,i,k, ni,i,k;:;:::
ni,i+ 1,k, and ni,i,k ~ ni,i,k+ r- These partitions were introduced by MacMahon
(1916) and were studied numerically by Atkin et al. (1967).
In this note we wish to study those multiplanar partitions with the

restriction that ni,i,k > n. ; 1,i,k for all non-zero ni,i,k' Examples may be found
in Houten (1968).
Define b(n; 111' ... ,Irs) to be the number of such partitions of n with

precisely lij parts on the ith row of the jth plane. It is shown (Houten, 1968)
that b(n; 111' ... ,j~s) is uniquely defined by the recursion formula

1

b(n;/11' .. ·,j~s) = L b(n - "Elij;j~1 - ell' .. ·,Irs - ers)
elJ=O

subject to the initial conditions

. _ {O unless n ~ 0; lij ~ Ii+ 1 i ~ 0; hi ~ I.i + 1 ~ 0
b(n,fll' .. ·,Irs) -

1 if n =111 = ...=Irs = o.
We use this recursion as a basis for the computing techniques.

2. Computing Techniques and Algorithm
The problem defined in Section 1 is equivalent to the question of computing
f(A, n) where A EM and M is the set of all n x n matrices such that A = (aij)

* The second author is supported in part by NSF Grant GP-8956. The authors wish to
thank the Computing Centre at Washington State University for its support and coopera­
tion.
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and
n n

(a) O(A) = L L u(aij) ~ n,
i=1 j=i

DO

(b) u(aij) = L k,
k=O

(c) 0 ~ ai,j+ 1 ~ aij ~ ai,j+ 1 + I,

(d) 0 ~ ai+,lj ~ aij ~ ai+l,j + I and

f(A,n)= L (f(A',n-p(A))
A'eM(A)

where n n

p(A) = L L aij, f«O),O) = I
i= 1 j= 1

and
f(A, k) = 0 for k < 0

and

I. One needs some kind of bound on n for a given computation since the
technique is to keep all previous A's andf(A, k), k = 1,2, ... ,1 where
I is this previously defined limit. So assume I is predefined and we have
decided to limit O(A) ~ 1and n ~ I. Suppose an algorithm P has been
developed such that if P is a partition on the integer n, say
P = (Pl,P2' ···,Pn) then P computes the nextp' in the 'sequence' by

(1) PI = I then

PI' = n + I, Pi = 0 (i > I).

(2) PI :F I then

p/ =Pi for i such that Pi+ I :F 0, I,

p/ =Pi - I for the smallest i such that Pi+ 1 = 0, I, and

if Pk = 0, I.

II. Using algorithm P described in I, compute the set of vectors
Po, Ph P2, ••• , Pm' such that

(1) Po = (0,0, ,0),

(2) PI = (1,0, ,0),
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(3) If Pi is in the set the P i+ 1 is the first vector generated from P
sequentially such that p~:f + 1 ;;::::p~+1 ;;::::p~: f where p/ is
the kth component in Pi and

" p,kL L k a l.
k= 1 m= 1

III, Define Vijk for 1 ~ i ~ m', 1 ~ j ~I, 1 ~ k ~ I by

Vijk= 1 if p/ =j or p/ =j - 1 for j ¥= 0,

Vijk = 1 if p / = 0 = j,

Vijk= 0 otherwise,

IV, Define Ci(i) = 0 (i = 1,2,3, .. " n),

CoCO) = 1.

V. It is not difficult to show how to list A's in a sequence so that

VI. Now (au, ai2, ,." al,,) is a partition so Ak can be stored as a sequence

of integers corresponding to the proper vectors

VII. Now assume that if i < j then f(AI' k), k = 0, 1,2, .. " I has been
computed and saved.

VIII. Now computef(Aj, k), k = 0,1,2, .. " n, as follows:

(1) Store A by partitions as in VI (remember that Aj EM(Aj))'

(2) Let nk'i = 1 if V(k', ai'm, m) = 1,m = 1,2, .. , I, nk'i = 0
otherwise.

where M(Aj), although it is the same set, is now determined by

Ai EM(A) if nm(i'..A.,)i' = 1, for all i', i = 1,2, ... , I,
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3. Conclusions

The results are discouraging from the point of view of finding a neat
product expansion for the generating function as was obtained for the plane
case (Gordon and Houten, 1968). These computing techniques have been
adapted to compute the lattice functions associated with these partitions.
These results will be analyzed in a subsequent paper.

4. Table

Let b(n) be the number of solid partitions of n, distinct along rows.

n b(n) n (bn)

1 1 11 2020
2 3 12 3803
3 7 13 7043
4 16 14 12957
5 33 15 23566
6 71 16 42536
7 141 17 76068
8 284 18 135093
9 552 19 238001
10 1067 20 416591
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Some Problems in Number Theory
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In the present paper I discuss some problems in number theory which I
have thought about in the last few years; computational techniques can be
applied to some of them.

1. On Prime Factors of Consecutive Integers

Let f(k) be the smallest integer with the property that the product of f(k)
consecutive integers all greater than k is always divisible by a prime greater
than k. A well-known theorem of Sylvester and Schur (see Erdos, 1934)
states thatf(k) ~ k. I proved (1955)

c1log k log, k log, k/(lOg3 k)2 < f(k) < c2k/log k,t

Recently Ramachandra (1969 and to appear) proved f(k) < (1 + 0(1))
k/log k. It seems to me to be very difficult to prove that for all k > ko we have
f(k) < n(k), though I have no doubt that the conjecture is true. In fact it
seems likely that f(k) is not substantially larger than

k < Pr < Pr+ 1 < 2~.

In fact I cannot even disprove f(k) = Ak for all sufficiently large k, though
it seems likely thatf(k) > Ak for all large k. A well known theorem of Polya
and Stormer states that if u > uo(k) then u(u + 1) always contains a prime
factor greater than k, thusf(k) can be determined in a finite number of steps,
and an explicit bound has been given by Lehmer (1964) for the number of
necessary steps. It is known (Utz, 1961) that f(2) = 2, f(3) = f(4) = 3,
r(5) = ... = f(10) = 4.

Selfridge and I conjected that if m ~ 2k then (;) has a prime factor

~ m/2, the only exception being (;). This conjecture was recently proved by

Earl Ecklund.

t We write log log k = log; k, etc.
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Selfridge and I proved that there is an absolute constant c > 0 so that if

m ~ 2k then (;) always has a prime factor less than mlk".

The proof is very simple. Assume first m ~ 2kl +c, put 1= [kC] + 1. It
follows from the theorem of Hoheisel-Ingham (see Ingham, 1937) that for
sufficiently small c > 0 there is a prime p satisfying

m m - k
I> p> --1- > k.

Clearly this prime divides (;) and this proves our assertion if m ~ 2k1+c•

Assume next m < 2k1+c• Let

s = [~;] + 1.

It follows from the Hoheisel-Ingham theorem that there is a prime p satis­
fying

m m - k->p>---.
s s-1

Clearly

(
k m-k )since - < -- <p < k amd m - k < (s - l)p < sp < m
2 s-l

which completes our proof. The simplicity of our proof is caused by the fact
that we have not determined c explicitly.

Selfridge and I conjectured that if m > k2 then (~) has a prime factor

~ mlk; (~) is certainly an exception, and this may be the only one. In con­

nection with this problem we asked: Determine or estimate the smallest

integer g(k) so that all prime factors of (gkk)) are greater than k, (it is easy

to see that such integers exist).

It is perhaps true that, for k > ko(e) and m > k1 +e, (;) always has a

prime factor greater than kl +r. - k. Ramachandra (1969) has some results
which point in this direction. More generally let h(k) be the largest integer so

that if m > h(k) then (;) always has a prime factor greater than h(k) - k.
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I am sure that h(k) > kC for every e > 0 and k > ko(e); h(k) > ek log k is
easy and Ramachandra's result will no doubt give h(k) > (1 + 0(1» k log k.
Denote by P« the least prime greater than 2k. Faulkner (1966) proved that

for m ~ Pk' (;) always has a prime factor ~ Pk, except for (;) and (130).
Thus h(k) ~ Pk + k for k > 3.
It is easy to see that h(2) = 4, h(3) = 6, h(4) = 16 (i.e. the product of 4

consecutive integers ~ 13 always has a prime factor ~ 13). It is difficult to
compute h(k) but by the effectivisation results of Brown this can be done in
a bounded number of steps. Lehmer (1963) showed h(7) ~ 43.

I conjectured that, for every m ~ 2k, (;) has a divisor d with m - k <
d ~ m. This is easy to see if k = p". Schinzel (1958) proved that in general
it is incorrect, e.g., it is false for k = 15, m = 99125. He further proved that
it is true for all integers k ~ 34 except 15, 21, 22, 33. Schinzel now conjec­
tures that it is false for all k > 34, k =Fprt. This conjecture has been verified
for k < 150. I proved (see Schinzel, 1958) that my conjecture is false for
infinitely many k =Fprt.
In view of the failure of my conjecture one can try to investigate the great-

est factor of (;) not greater than m. I would now conjecture that the

greatest prime factor ~ m of (;) is greater than em for some e > o. Un­
fortunately I can prove no non-trivial result.
This question leads me to the following one: Is it true that for every s > 0

there is a ko so that, for k > ko, k! is the product of k integers all greater
than (k/e) (1 - e). It easily follows from Stirling's formula that if

k

k! = TI a.; a 1 ~ ••• ~ ak'
i=l

then al < kle, thus our conjecture if true is best possible.
Recently Selfridge and I proved that the product of consecutive integers

is never a power (that it is never a square is due to Rigge, 1939); our proof
is not quite easy and will be published elsewhere (for a weaker result see
Erdos, 1955b). In fact we prove a somewhat stronger result. We prove-that

k

for every I> 1, k > 1 the product TI (m + i) contains a prime P > k to an
i=J

exponent which is not a multiple of I. We conjecture that if 1~ 2 and k ~ 3
"then TI (m + i) contains a prime P > k to the exponent one. The only excep-

i=l
tion is 48 . 49 . 50. For k = 2 there are infinitely many exceptions. This con-
jecture if true is very deep.
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Put (pallm meanspalm,pa+l _(m)

A/m) = TIpa, pall(m + i), p ~ k.

It is not difficult to prove that for k > ko{e)

min A/m) < (I + e)k.
l~i~k

Probably very much more is true, in fact perhaps

lim _!_ max min A/m) = o.
k ...•co k O~m<oo l~i~k

2. Covering Congruences

A system of congruences a, (mod mi)' m1 < ... < mk is called a covering
system if every integer satisfies at least one of the congruences a, {modmJ
I was lead to the problem of covering congruences by a letter of Romanoff
who asked if there are infinitely many odd integers not of the form 2k +P
(as is well known Romanoff (1934) proved that the lower density of the in­
tegers of the form 2k + p is positive).
The simplest covering system is 0 (mod 2), 0 (mod 3), 1 (mod 4), 1 (mod 6),

11 (mod 12) and the system 0 (mod 2), 0 (mod 3), 1 (mod 4), 7 (mod 8),
n (mod 12), 19 (mod 24) shows (Erdos 1947-5-1) that the answer to
Romanoff's question is positive, in fact there is an arithmetic progression
consisting entirely of odd numbers no term of which is of the form 2k +p.
The following question seems very difficult: Is it true that to every c there

exists a covering system a, (mod mi) c ~ ml < ...< mk? This is known for
c ~ 9 (see Churchhouse, 1968) but the general case seems very difficult. A
positive answer would imply that for every r there is an arithmetic progres­
sion no term of which is the sum of a power of 2 and an integer having at
most r prime factors.

Schinzel recently investigated the question whether, for fixed r, there is
an arithmetic progression no term of which is of the form 2kl + 2k2 + ... +
2k,. + p; already for r = 2 the question seems difficult. Schinzel (1967) recently
applied covering congruences to the study of reducibility of polynomials.
There are many further interesting problems on covering congruences, e.g.,

is there a covering congruence all whose moduli are odd, or is there a cover­
ing congruence in which no two moduli divide each other? Schinzel (1967)
and Selfridge observed that the two problems are connected.

Call an integer m covering if one can find a covering set whose moduli are
all divisors of m; m = 12 is clearly the smallest covering integer. Clearly all
multiples of a covering integer are again covering. An integer is primitive
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covering if it is covering but all its divisors are not covering. Clearly we obtain
the covering integers by taking the set of all multiples of the primitive cover­
ing integers. I can prove using the results in Erdos (1948) that the covering
integers have a density. One could try to estimate the number of primitive
covering integers not exceeding x.
I expect that for every c > 0 there is an m whichis not covering and for

which u(m)lm > c, but I could not prove this (perhaps I overlook a simple
idea).
A system of arithmetic progressions a, (mod mj), mi < '" < mk is called

disjoint if no integer is in two of them. Denote by f(x) the maximum number
of pairwise disjoint arithmetic progressions whose difference does not exceed
x. Stein and I conjectured thatf(x) = o(x); Szemeredi and I (1968) recently
proved this. The sharpest results for f(x) are

x exp( - CI (log X log, x)t) < f(x) < x(log x)-C2,

perhaps the lower bound is close to the true order of magnitude.
Stein conjectured that if a, (mod mj), m, < ...< mk are k disjoint congru­

ences there is an integer ~ 2k which does not satisfy any of these congruences
Selfridge proved this conjecture. I conjectured that if a, (mod mj), m, < ...
< mk are any k congruences which are not covering then there is an integer
~ 2k which does·not satisfy any of these congruences (Selfridge, Crittenden
and Van der Eyden recently proved this conjecture).
It is not hard to see that the density of integers not satisfying any of the

disjoint congruences a, (mod mj), m1 < ... < mk is ~ I/2k and that this result
is best possible. The same result probably holds for any k congruences which
are not covering (Erdos, 1962).
I would like to state one more problem on arithmetic progressions: Let

at (mod mj), m1 ~ m2 ~ •.• be an infinite sequence of arithmetic progres­
sions. Is it true that the set of integers not satisfying any of these congruences
always has a logarithmic density? Special cases of this conjecture were proved
by Davenport and myself (1936 and 1951).

3. Some Problems and Results on the Addition of Residue Classes

Heilbronn and I (1969) proved that if a., ... , ak, k ~ 3(6p)t are distinct
residues mod p (p prime) then every residue (mod p) can be written in the
form

k

L 8jaj, 8j = 0 or 1.
j=1

We conjectured that the same holds for k > 2..}p and that this is best pos­
sible. Olsen (1968) recently proved this conjecture. We further conjectured
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that the number of distinct residues of the form a, + ai' 1~ i < j ~ k, is at
least 2k - 3; as far as I know this conjecture is still unsettled.
Let now m be composite and a., ... , ak be k distinct residues mod m. We

conjectured (Erdos and Heilbronn, 1969) that if k > c.Jm then

kL e.a, == 0 (mod m),
i=i

ei = 0 or 1

is always solvable (probably k > .J2m + o(.Jm) will suffice). Ryavec (1968)
proved a slightly weaker result and our conjecture was recently proved by
Szemeredi (his paper will appear in Acta Arithmetica). Szemeredi's proof
works for every abelian group of order m; perhaps the result holds for non­
abelian groups too.
Eggleston proved the following result: Let Gm be an abelian group of m

elements, m ~ n + k - 1, ai' ... , an are n elements of Gm where at least k of
the a's are distinct. Then (e is the unit element of Gm)

k

e = I1 ai Il', ei = 0 or 1
i=i

is always solvable.
Eggleston and I conjectured that m ~ n + k - 1 can be replaced by m ~

n + ( ~) ; this if true is easily seen to be best possible (it suffices to take o;
to be the additive group mod m and the a's 1, ... , k, 1, ... , 1).
We proved this conjecture if m > moCk) (unpublished), also we were led

to the following question which seems to be of some interset. Letf(k) be the
largest integer with the following property; let as, ... , ak be k distinct elements
of Gm and assume that no product

k

I1 a/I, ei = 0 or 1,
i=i

equals the unit of Gm; then at leastf(k) distinct elements of Gm can be rep­
resented in the form

kI1 a/I, ei = 0 or 1.
i= 1

We showed f(2) = 2,f(3) = 5,f(4) = 8,f(k + 1) ~ f(k) + 2. Szemeredi
showedf(k) > ck". It does not seem to be easy to determinef(k) or even to
give an asymptotic formula for it. These problems can be stated for non­
abelian groups too.
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4. Miscellaneous Problems, Results and Conjectures

Denote by n(x) the number of primes not exceeding x. Is it true that
n(x + y) ~ n(x) + n(y))? This conjecture, if true, is certainly extremely
deep. It is not hard to prove for small values of y. I do not know for how
large values of y it has been proved and I also do not know for how large
values it has been checked.
Following Hardy and Littlewood (1923)put

p(y) = lim sup (n(x + y) - n(x))
x=oo

Probably lim p(y) = 00. Hardy and Littlewood conjectured that for y > Yo
)1=00

then p(y) > y/logy; this if true is certainly very deep. Using Brun's method
they proved p(y) < cy/logy (as far as I know this is the only time they used
Brun's method). Denote by hm(k) the number of integers m < x ~ m + k
which are not divisible by any prime less than or equal to k. Hardy and
Littlewood conjectured that p(k) =max hm(k). It seems probable that
lim (n(y) - p(y)) = 00. m
)1= 00

All these conjectures seem hopeless at present. Perhaps the following ques-
tions deserve some investigation. A sequence m < a1 < ...< a, ~ m + k is
called complete if (ai' aj) = 1, 1 ~ i < j ~ I, but for every m < n ~ m + k,
(n, aj) > 1 for some 1~ j ~ I. Denote by f(m, k), respectively, F(m, k) the
smallest (largest) value of I. It is easy to see that minf( m, k) = 2 (m = k! - 1)

m
but it seems very difficult to determine or give a good estimation for
maxf(m, k), min F(m, k) ormax F(m, k). Clearly all three functions tend to in-
m m m

finitywithk,perhapsmaxF(m,k) = n(k) + 1 (clearlymaxF(m,k) ~ n(k) + 1,
m m

to see this observe that the n(k) + 1 integers k! + 1, k! + P [p runs
through the primes not exceeding k] are pairwise relatively prime). F(m, k) <
ck/log k trivially follows from Brun's method. For small values of k it is easy
to compute all these functions.
One could try to estimate f(m,.k) and F(m, k) if both m and k tend to in­

finity e.g. is it true that if c is a sufficiently large constant then f(m, (logmy)
tends to infinity together with m? This question is connected with the prob­
lem of the difference of consecutive primes and seems very difficult.'
The sharpest known inequality for large differences of consecutive primes

is due to Rankin (1938) and states that for infinitely many n we have

Pn+1 - Pn> clogPnlog2Pnlog4Pn/(log3Pn)2.

Denote now by a1(r) < a2(r) < ... the sequence of integers which have at
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most r prime factors. I proved (Erdos, 1955c, 1956)

lim sup (Ok+ 1(2) - ak(2»/logk > c;
k=oo

perhaps this inequality holds for every r and perhaps the lim sup is in fact
infinite, but I cannot prove thiseven for r = 2.

Let g(m) be the smallest integer so that at least one of the integers m,
m + 1, ... , m + g(m) divides the product of the others. It is easy to see that
g(k!) = k and, for m > k!, g(m) > k. Ican prove that for infinitely many m

Ihave no good upper bound for g(m). g(m) < cJm is easy but probably
g(m) = O(m£) and in fact perhaps g(m) = o(exp[ (log m)t+£»).
Denote by U1 (e) < ... < Us(e) ~ m the integers not exceeding m all whose

prime factors are < me. g(m) = O(me) would follow if we could show
ai+ 1 - a, = O(m£),but this seems hopeless at present.
Put f(m) = L p (this function has recently been investigated from a

plm
different point of view by Mohan Lal, 1969). Denote by F(x) the number of
distinct integers of the sequence f(m), 1~ m ~ x. Ican prove (unpublished)

r r

C1 x/log x n log, x < F(x) < C2 x/log x n log, x, (4.1)
k=3 k=3

where 1 ~ log, x ~ e. Analogous questions have been investigated for the
functions a(m), cf>(m)and d(m); see Erdos (1935, 1945)and Erdos and Mirsky
(1952).
The same function which appears in (4.1) occurs in a completely different

question. Let 1~ a1 < '" < ak ~ x be a sequence of integers so that all the
sums

k

L eJai' ei = 0 or 1,
i=l

are all different. Put max k = f(x). Then

r r

C1 x/log x n log, x <f(x) < C2 x/log x n log, x. (4.2)
~=3 k=3

The proof of (4.2) is not published.
Finally I state a conjecture of the 16-year old Hungarian mathematician

I. Ruzsa.
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Letf(m) be a multiplicative function whose values are elements of a group
G. Let g be an element of this group, Is it true that the density of integers m
for which f(m) = g always exists? This conjecture if true must be very deep
since it would imply the theorem of Wirsing (1967) that every multiplicative
function which only assumes the values < 1 has a mean value.
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Some Unsolved Problems

RICHARDK. GUY*

University of Calgary, Alberta, Canada

Introduction

The following problems have little in common other than that they are
wholly or in part number-theoretic, and that computers have been or could
be used to assist in their solution.

1. Sets with Distinct Sums

The set of integers {2i : 0 ~ i ~ k} has subsets, every pair of which have
distinct sums. Erdos (1956a, 1957b, 1961) has asked for the maximum num­
ber m of positive integers

(1)

so that all sums, of subsets are distinct. Erdos and L. Moser (1956) have
shown that

k + 1 ~ m ~ k + (t + e) logk (2)

where the logarithm is to base 2. Conway and Guy (1968, 1969) have given
a sequence, Uo = 0, Ul = 1,

n ~ 1, (3)

where r is the nearest integer to ,J2n, from which may be derived a set of
k + 2 integers

(4)

They conjecture" that this set has subsets with distinct sums for all values
of k, and they establish this for k ~ 40. For k ~ 21, Uk+2 < 2\ so this
enables the lower bound in (2) to be improved to k + 2 for k ~ 21, since
'once such a set is found, its cardinality can be increased by doubling the

• Research supported by grant A-4011 of the National Research Council of Canada.
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size of its members, and adjoining the member 1. It is desired to give a
proof of, or a counter-example to, the statement made concerning the set
(4). Erdos offers $250 for an exact determination of m in (2).

2. No- Three-In-Line Problem

Given an n x n array of n2 points of the unit lattice, can 2n of them be
selected so that no three are in line? This problem goes back, at least in the
case n = 8, to Dudeney (1917) and Ball (1939). Configurations which solve
this problem have been found by various authors, and the numbers of
essentially different ones have been checked and extended by Kelly (1967).
For 2 ~ n ~ 10, they are 1, 1,4,5, 11,22, 57, 51 and 156. Apart from three
solutions (for n = 2,4 and 10) with the full symmetry of the square, it is
conjectured that there are no solutions with even the symmetry of the
rectangle. A computer search has revealed no others with n ~ 32.
The results quoted indicate a roughly exponential increase in the number of

solutions, apart from a natural tendency for more solutions to appear for
n even than for n odd. However, Guy and Kelly (1968) have given a heuristic
argument which supports the conjecture that for large n, no solutions exist.
More precisely they conjecture that for large n, not more than
(2n2/3)1/3 n ~ 1·87n points can be found without there being three in line.
In the other direction, Erdos (Roth, 1951) has indicated that when n is

prime, no three points of the n points (i, i2), 1 ~ i ~ n are collinear, where the
second coordinate is to be reduced modulo n. It is dear from the pigeon-hole
principle that not more than 2n points can be found, but no closer bounds
than these appear to be known.

3. Distinct Distances"Between Lattice Points

Erdos (1957a) has asked for the largest number k of the n2 lattice points

just considered such that the ( ;) distances that they determine should be

all distinct. A simple counting argument shows that

k ~ n, (5)

and this upper bound can be attained for n ~ 7 (see Figure 1, for example).
However, for large n, the theorem of Landau concerning" numbers repre­
sentable as sums of two squares shows that (5) can be improved to

k < C1n(logn)-1/4. (6)

A heuristic argument leads to the conjecture

(1) (7)
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FIGURE 1

while in the opposite direction it has recently been shown by Erdos and
Guy (I970) that

(8)

For the corresponding problem in one dimension, the best results are

The lower bound is constructed from a Singer (1938) difference set, and the
upper bound follows from a recent improvement by Lindstrom (1969) on
the work of Erdos and Turan.
In d dimensions (d > 3) we are unable to improve on (8), while the results

corresponding to (6) and (7) are

and the conjecture

4. The Rhind Papyrus

P. Erdos and E. G. Straus conjectured that

4 1 1 1
-=-+-+­n x y z

(9)

could be solved in positive integers for all n > 1. There is a good account
of this problem by Mordell (1969), where it is shown that the conjecture
is true, except possibly in the cases where n is prime and congruent to
1,121, 169, 289, 361 or 529, modulo 840. Several have worked on the prob­
lem, including Bernstein (1962), Oblath (1949) Rosati (1954) and Yamamoto
(1964); the last named has verified the conjecture for n < 107• Schinzel (oral
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communication) has indicated that one can only express

4 1 1 1
--=-+--+--
at + b x (t) y (t) z(t)

with x(t), y (t), z(t) integral polynomials in t, provided b is a non-residue of
a. Hence the difficulty of the"above mentioned cases.
Schinzel has generalized the conjecture by replacing the 4 in (9) by

general m, relaxing the condition that y and z be positive, and requiring the
truth only for n > nm. That nm may be greater than m is exemplified by
nI8 = 23. Schinzel and Sierpinski (1956, 1957) have verified the latter
conjecture for m ~ 18, and Schinzel later for m = 19. Meanwhile Sedlacek
(1959) had verified it for 19 ~ m ~ 21, Palama (1959) for 19 ~ m ~ 23,
and Stewart and Webb (1966) from m < 36.

5. A Divisor Function Problem

Leo Moser has observed that while n ¢(n) determines n uniquely, where
¢(n) is Euler's totient function, n O'(n) does not, where O'(n) is the sum of the
divisors of n. He gives the example

m O'(m) = n O'(n), m =1= n, (10)

with m = 12, n = 14. The multiplicativity of O'(n) then implies an infinity of
solutions of (10), namely m =12q, n =14q, with (42, q) =1. However Moser
asks if there is an infinity of primitive solutions, in the sense that mid, njd
is not a solution for any d > 1. His example is the smallest of a set of
solutions, m = 2P-I(2Q - 1), n = 2Q-I(2P - 1), where 2P - 1 and 2Q - 1 are
distinct Mersenne primes, but only 253 such pairs are so far known.
There are other solutions of (10), for example m = 24.3.53.7, n = 21152,

but they seem difficult to construct. Although (m, n) = 400 in this
example, it is in fact primitive. A more obviously primitive example is
m = 25.5, n = 33.7. Further solutions are m = 29.5, n = 23.11.31;
m =27.32.52, n =24.53.17 and m =27.32.52(2P - 1),n=2p-153.17.31 where
2P - 1 is a Mersenne prime other than 3 or 31.

6. Another Divisor Function Problem

The Mersenne primes also feature in the problem of finding solutions of
the equation

O'(q) + O'(r) = O'(q + r), (11)
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which was raised by Ramsey (1963). Again one asks if there is an
infinity of solutions which are primitive in a sense similar to that defined
in the previous problem.
If q + r is prime, the only solution of (10) is 0'(1) + 0'(2) = 0'(3). If

q + r = p2, where p is prime, then q (or r) is prime and r = 2nk2, where n
, and k are odd integers. The case k = 1 leads to solutions when p = 2n - 1
is a Mersenne prime, provided that q = p2 - 2n is also prime. Such
solutions occur for n = 2, 3, 5, 7, 13 and 19. The values of n for which the
question is still open are 31,61, 89, 107, 127,607, 1279,4253,9941, 11213, ...
There are no solutions if k contains a factor congruent to 3, modulo 14.
For k = 5, M. J. T. Guy used Titan to show that there are no solutions,
except possibly for n =

189 249 501 509 521 573 585 605 621 809
845 861 873 969

For k = 7 there are solutions for n = 1 and 3:

0'(5231) + 0'(2. 72) = 0'(732),

0'(213977) + 0'(23 . 72) = 0'(4632),

the next values of n which are in doubt being n =

31 33 103 115 121 123 159 169 225 255
259 273 313 355 369 409 435 439 463 483
535 553 561 583 585 625 681 705 759 799
801 841 871 889 895 903 913 915 945 961
979 985

For k = 11, n = 1 and 13 give the solutions

0'(24407) + 0'(2 . 112) = 0'(1572),

0'(1410646926617) + 0'(213 .112) = 0'(11877072),

with n =

21
201
481
585
837

45 57
211 217
501 505
597 613
865 883

67 141
265 273
513 523
661 667
931 933

145
285
525
685
945

153
307
537
717
955

163 177
333 405
541 553
757 811
981 993

193
453
571
813
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still in doubt. If k = 13, no solutions are known, though the values n =

53 55 79 91 149 163 175 187 229 277
325 367 373 389 415 437 439 581 583 643
679 703 715 725 763 773 805 823 871 883
895 907 919 943

have not been eliminated as possibilities. Other solutions with q + r = p2
are

0-(155015849) + 0-(25192) = 0-(124512),

0-(1193399) + 0-(2.54) = 0-(10932),

0-(229405235369) + 0-(29 . 54) = 0-(4789632),

0-(2676857975009) + 0-(29 • 74) = 0-(16361112).

For n = 1 and k prime, k = 53, 137, 193 and 277 give (further) solutions;
for n = 3, k = 313 and 421 give solutions, and for n = 5, k = 97, 107, 131, 149
and 257 give solutions.
The only solutions so far discovered with q + r equal to the cube of a

prime are
0-(2) + 0-(6) = 0-(8),

0-(11638687) + 0-(22 .13 .1123) = 0-(2273).

There appear to be many more solutions to this problem than to the
previous one, but we are unable to prove that there is an infinity of
(primitive) solutions.

7. Simpler than Goldbach?

Erdos and Moser (1959) ask if, for each positive integer n, there are
integers a, b such that

c/>(a) + c/>(b) = 2n.

The truth of the Goldbach hypothesis would imply an affirmative answer;
can the present question be settled independently?

8. A Problem of Bateman

Let S be the set of odd positive integers k such that k. 2n + 1 is
composite for all n ~ O. Then Sierpiriski (1956) has shown that S has
positive asymptotic density. Bateman (1963) asks if S has asymptotic density
strictly less than t. If s is the smallest member of S, Selfridge has shown that
383 ~ s ~ 78557. What is the exact value of s?
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9. A Conjecture of Chowla

Chowla (1963) has conjectured that if (a,b) = 1 and P« is the nth prime,
then there are infinitely many m such that Pm == Pm+ 1 == a, modulo b. The
case for b = 4, a = 1 follows from the theorem of Littlewood, and the case

. b = 4, q = 3 has been settled by Knapowski and Turan (1969).
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Languages

P.BARRUCAND

In the early days of computers only machine languages were used; indeed
not really languages, but rather a form of electronic handicraft. Later machine
language became "pure", the only work of the programmer being to write
the program, punch it onto cards or tapes, and debug it.
Today, for numerical calcutalion, we use almost exclusively languages

such as FORTRAN, ALGOL 60, and PLI; and for management and ac­
countancy, languages such as COBOL, Moreover we have now a strange,
powerful, but esoteric theory of language; a puzzling mixture of mathe­
maticallogic, semigroup theory and axiomatices. All these things are, practi­
cally and theoretically, excellent; but, strangely, there is some confusion
between numerical calculation and "scientific computation" (in fact, com­
putation for physics and chemistry). Thus the usual languages are fairly
practical for solving' linear systems, etc., which are only a very small appli­
cation of a logically built language such as ALGOL 60. But what can we say
about number theory? Everyone using FORTRAN or ALGOL has seen
weak spots; both are maladjusted for many important problems and, at best,
not only do we waste a lot of time and money, but also we are compelled to
programme in an unpleasant and artificial manner; a clear indication that we
are taking the wrong road. In fact, we are like a man attempting to formu­
late abstract algebra (say) in the vocabulary of Virgil or Pope.
Indeed we have here two different problems: (1) flexible general concepts

and (2) flexible atomic software.

1. ALGOL aims to be a "communication language" of algorithms totally
independent of special computer opportunities. It uses only "reals" and
"integers" (I do not want to say anything on the "boolean" problem). But
real and integer are not, for the number theorist, the only arithmetics; why
not others? For current routines we need, at the least, arithmetic and alge­
braic fields (and rings), finite fields, quaternions, also finite rings with divisors
of zero, and probably p-adic fields and extensions of these.
Even more obviously, ALGOL and FORTRAN both use "integer divi­

sion" but give no immediate representation of the remainder. But, the result

423
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of an integer division is not one number, but an ordered pair (quotient,
remainder), and for the number theorist the remainder is often more import­
ant than the quotient.
Of coures, we may use, for the determination of this remainder, formulae

such as R = N - (N/D)*D. But this is exactly the sort of unpleasant writing,
uneconomical in operation, which we wish to avoid. In one sense, ALGOL
is surely a beautiful and rigorous logical device; in another sense it does not
give us the arithmetic we need. Neither does FORTRAN.
I can write in FORTRAN

IF (A. GT . 3.7) G4> T4> 31.

But why have we no possibility of using a simple language, involving no
highly sophisticated processes, no lengthy items, which would enable us
to write (using fluent English):

If A and B are coprime, go to 31.

Here A and B are perhaps "ordinary" integers, perhaps integers of a recondite
octic field, perhaps (why not?) ideals.
If number theorists had had to build an ab ovo language, we should have

today not the cut-and-dried real vs integer, but one highly flexible arithmetic
language. We should have also a library of subroutines in a totally different
mood.
In the classical systems, a subroutine is a device enabling us to compute

the numerical value of a function: x = f(Y1' Y2' Y3 ... Yll), or generally only
x =f(Y1' Y2) or x =fey). Now let us consider the simple number theoretic
function den) (number of divisors of n, in Z). What is really necessary is to
transform the familiar 2-adic expansion of n into the canonical product
n = P1a1P«all ••• Pwaw• Knowing this new representation of n the determination
of den) is a very simple matter, and also Y dk etc ...

din
So what is necessary is not a function-computing subroutine, but one

device giving the whole of P and a, for we must know not just one number,
but an ordered set of numbers {P1' P,2'P3 ... ; a1, a2' a3 ... }

So we have found the first requirements: "flexibility of arithmetics" and
"flexibility of jump codification".

2. Theoretically, a "communication language" has to ignore the length of a
real or integer number: 7t is a real number, totally distinct from 3. 14159...
to 1000digits.
Alas for the computer a real number is, in fact, a very special number

belonging to the ring generated by adjunction of (generally) -! to Z. Here the
"scientific programmer" finds the unsolved problem of round-off errors. But
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for the number theorist we have no round-off possibility except in the cases
of asymptotic density problems. So if we attempt some research in the field
Q(.t;69) we have to consider the fundamental unit s = A + B.t;69 + C.t;692
where A = 404, 886, 837, 053, 487, 091, 694, 212, 951, 195, 653, 956, 127 and
not some 40-bits mantissa approximation! In a communication language A is
an "integer" but for the computer A is intractable with the usual compilers.
A more simple example is given by the values of p(n), the classical partition
function. Here we are mostly interested in congruences, for some very long
numbers!

So we need multi-length working, and since direct computation with vari­
able length is today too recondite and uneconomical on most machines, we
have to consider the splitting of arithmetics into 1, 2, ... n, "precision" (i.e.
length).

I will give some practical examples showing the necessity of this.
(a) The possible applications of Jacobi's algorithm (generalization of con­

inued fractions) to the study of cubic (or perhaps more generally niC)

units and fields;
(b) The determination of many quadratic units (and associated class­

numbers);
(c) Let

what can we say of Rk(n) if k is rational, but not integral? From a
theoretical point of view I have built an algorithm enabling us to com­
pute easily many coefficients, but practically-with the classical double
precision floating-point (96 bits!) the algorithm in this case loses
quickly every stability showing a destructive accumulation of round-off
errors;

(d) The extensive study of the distribution of the bits of 2-adic irrational,
or binary expansion or irrationals.

On the other hand we have also the problem of the storage of extensive
information. This implies not so much multi-length as mini-length. D. H.
Lehmer has shown how to teach a computer combinatorial tricks. I give a
new example.

(e) Let (
1~ n = a4 + b4 + c4 + d4

b(n) = O~n =Fa4 + b4 + c4 + d4

(n, a, b, c, de Z). The direct computation is easy, but the key problem is the
storage. For this we must consider not whole words, but the actual binary
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bits. Using these and observing

Vn, Vm: 5 ~ m ~ 15, n == m(16) => hen)= 0,

we can, in a word of 45 bits store the whole of hen) for 144 consecutive n,
enabling us to store in 32,000 words of a CDC 3600 a table of hen) from 1 to
4,608,000!
Naturally we can do this within a FORTRAN programme, but only by

trickery, using the special properties of a special computer (and in this case
we lose the properties of a universal communication language) or else by
writing a nonsensical sequence of divisions and multiplications, an offence
against common sense.

(f) Even more striking is the case of rules such as n(p-l)/k == 1(modp)<=>n
is a k - ic residue mod p [here n is an integer, p a prime == 1(mod k)].
This fantastic power is, modulo p, exceedingly quick to determine,
using each bit of the 2-adic expansion of p.

(g) Very similar is the case of the determination of .fm, ~m etc. modulo p.

So we have found two new requirements, the easy possibility of using
multi-length and mini-length arithmetic, and direct access to each bit.

Each machine language works well with specific problems, and gives a
quick and easy technique for numerical study. It seems that, in the theory of
languages, we have a sad gap; no theory of such languages exist. We have
full theories for polysynthetic, or high agglutinating or flexional ones such as
ALGOL and FORTRAN (as in linguistics ancient Greek or Navajo) but
not for monosyllabic languages such as the so called "AUTOCODES" (as
Chinese or English).
Now, machine languages are not totally artificial, so "logical intersection"

is really a true binary operation on 2-adic numbers and not only a "boolean"
one, and one binary operation is algebraically as worthy as another­
shifting is also a basic facility and we must remain dissatisfied with languages
giving no straightforward possibility to programme this. I do not want to
dwell on this-but I suggest that we have something to say, not only on the
software, but also on the hardware of new machines.
A very quick, and technically perfect computer using heavily floating point

arithmetic may be, from a logical point of view, less perfect than a slower
one, but given a good integer arithmetic, then generally, the less we use
floating point, the better the device.
As it is of the greatest interest to be able to use each facility of each

machine language, the most reasonable solution seems to be to have the
possibilities of "quotation", i.e. some simple process for mixing highly syn­
thetic language and "autocode". The actual systems are, from this point of
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view, extremely recondite and almost unserviceable. Naturally such mixed
language is not a "universal communication device" and it must not be so.
The reading of a journal such as "Mathematics of Computation" shows

a continuous rise of interest in number theoretic problems. This enables us
to demand, either a language fully shaped for our special needs and aims, or
. (and this is perhaps better and easier) the ability to transform slightly the
existing languages, a kind of "do it yourself". This implies the ability to know
exactly the structure of the compiler and the exact localization of every code.
I can see no reason to consider such structures as "top secret".
I wish to remark also that as between numerical analysis and number

theory, there is no unbridgeable gap. Some of our problems have applica­
tions in numerical analysis. Thus a key prob lem in numerical integration is:
knowing a moment sequence Cm determine the sequence of associated ortho­
gonal polynomials. This may be done using Hankel determinants, or some
ingenious device such as the QD- algorithm. Now what is needed in order to
do this without serious rounding errors leading quickly to a breakdown? If
every Cm is rational (or more generally algebra ic) we need rational (algebraic)
arithmetic, and no floating point. Many differential equations may also be
solved thus. Conversely the fascinating study of the zero distribution of the
zeta-functions and L functions is a problem typical of numerical analysis.

On another point I wonder if it would not be wise to mingle communica­
tion algorithm language (a man-to-man language) and computer-program­
mer language: classical mathematical language is already an algorithmic
language. Thus the easy transition to "formula translator" (FORTRAN).
In number theory, communication algorithm language is badly missing. So
the methods used for the determination of cubic units by people such as
Markov, Reid, Wolfe, Selmer, or Voronoi, are exceedingly perplexing. And
the process used by D. H. Lehmer for his magnificent machine theorem
about cubic residuacity is not too easy to transform into a fully written pro­
gramme.
The reasons for this gap are probably (1) ALGOL is maladjusted to our

problems; (2) we have not begun building some new language. This duty is,
today, indispensable if we want to progress; exceedingly tedious things such
as ideal determination, cubic and biquadratic forms composition, should be
easy, but in practice they are not, owing to this lack oflanguage opportunities.
On the other hand, even if our problems are not of paramount economic

importance (racing cars do not have the economic importance of lorries),
they are of great logical interest, and they must be exceedingly illuminating
for computer-engineers and makers: an incentive for technical progress. So,
the building of (a) an algorithm communication language (between number
theorists), and (b) a fully computer-programmer language, should be of the
greatest interest for scientificresearch and also, I think, for computer progress.
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