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Foreword

IF the electronic digital computerhas not already virtually taken over the
world's arithmetic it will have done so before long. This remarkable
successstory in the field of applied mathematics-muchof it very simple
mathematics, admittedly, such as cost calculations-contrasts strongly
with the machine's very moderate impact so far on pure mathematics.
Obvious economic considerations account for much of this difference:
no one can be surprised that the need to optimize the design of a nuclear
power reactor or to develop a stores holding and purchasing strategy for a
large factory providesmore economicdrive than, say, the propertiesof the
partition function. But this can hardly apply in a university environment,
where the pure mathematicianshave as much right to the central comput­
ing service as anyone else. The explanationmust be the great difficulty of
the problems; the machine offers great powers of logical processing, of
which arithmeticis only a small and not very interestingpart, but it is far
from clear how these can be used in the service of anything that can be
called genuine mathematics.
However, work has in fact been going on in various fields of pure

mathematics ever since computers became available. Professor Douglas
Munn, surveyingthe scene from the point of view of an algebraist,decided
in 1966 that enough had been done on the application of computers to
abstract algebra to warrant the holding of an international conference,
to assess what had been achieved and to identify promisinglines of future
research. A frequent visitor to the Atlas Laboratory, he talked about this
with me and my colleagueDr. Robert Churchhouse,and after very little
discussionwe found ourselves agreeing that the time was indeed right for
such a conference, that Oxford would be an admirable location and that
the Atlas Laboratoryshouldorganize it. We approachedProfessorGraham
Higman who immediatelyand enthusiasticallyagreed to give his support;
and with equal immediacy and enthusiasm had Professor Coulson's
permission to hold the conferencein Oxford's beautiful new Mathematics
Institute.
The successof the meetingmustbe judgedfromthe qualityof the papers,

reproduced in this volume. I want to record my gratitude to the Science
Research Council, who allowed me to meet some of the expenses from
Atlas Laboratory funds, and to I.C.T. Limited for generous financial
support: jointly, they made it possible to hold the conference. The staff
of the Mathematics Institute were as helpful and welcoming as anyone

vii



viii Foreword

could ever be, Mr. C. L. Roberts and the staff of the Atlas Laboratory
Administration Group ensured that the mechanics went without a hitch
and the whole of the general organization was carried out with great
efficiencyby Miss SynoldaButler. I am most grateful to them all, and to
Pergamon Press for undertaking the publication of the Proceedings: and
finally, to Mr. John Leech for so willingly agreeing to be Editor.

J. HOWLETT



Preface

DR. HOWLETThas described the genesis of the Conference; here I need
only describe the compilation of this volume of Proceedings. Speakers at
the Conference were invited to deliver manuscripts at or soon after the
Conference, and this volume is based on these manuscripts, substantially
as received. Most authors prepared their papers without reference to the
papers of other authors. This has the result that their notation is not uni­
form and there are overlaps; no attempt has been made to coordinate
papers in this respect. So each paper is a substantially independent account
of its topics, and is capable of being read without reference to other
papers. Readers may find it an advantage to have different authors'
accounts where these overlap. A disadvantage, however, is that cross­
references between papers in this volume are far from complete; the
reader of a paper may check which other papers in the volume are also
relevant.
The sequence of papers in this volume is based on that of the lectures

at the Conference, with minor changes; the large body of papers on group
theory are placed first, beginning with Dr. Neubuser's comprehensive
survey, and subsequent papers are placed in roughly the order of distance
of the subject from group theory. To complete the record of the Conference,
I add that Mr. M. J. T. Guy and Professors D. G. Higman, W. O. J.
Moser, T. S. Motzkin and J. L. Selfridge also delivered lectures at the
Conference, but did not submit manuscripts for publication; this accounts
for a few allusions to topics absent from this volume. The correspondence
between the subject matter of the other lectures and the present papers is
not always close. Professor Mendelsohn's first paper is based on points
made in discussion and not on a lecture of his own, while the paper by
Professors Krause and Weston was not presented at the Conference.
A bibliography on applications of computers to problems on algebra was
prepared by Dr. Denes and distributed at the Conference; this is not
reproduced here as all relevant items have been included by Dr. Neubiiser
in the bibliography to his survey paper.
The editorial policy has been that the subject matter and style of papers

are wholly the responsibility of the authors. Editing has been confined to
points of typography, uniformity of style of references, divisions ofpapers,
etc., and, at the request of certain authors whose native language is not
English, some minor changes of wording. (This is a refined way of saying
that I have done as little as I could get away with.)

ix



x Preface

I am indebted to the authors for their co-operation in producing this
volume, to Dr. Howlett for contributing the Foreword, to the S.R.C.
Atlas Computer Laboratory for a Research Fellowship during the tenure
of which much of the work of editing was done, and to the University of
Glasgowfor leave of absenceboth to attend the Conferenceand to accept
the ResearchFellowship.It is also a pleasure to acknowledgethe co-opera­
tion of the publishers,PergamonPress, and it is throughno fault of theirs
that events such as the devaluationof British currency (whichnecessitated
a change of printers) have conspired to delay the appearance of this volume.

JOHN LEECH



Investigations of groups on computers

J.NEUBUSER

1. Introduction. In this paper a survey is given of methods used in and
results obtained by programmes for the investigation of groups. Although
the bibliographies [De 1] and [Sa 1,2,3] have been used, among other
sources, no claim for completeness can be made for two reasons, that
some publications may have been overlooked, and that the conference
itself has shown once more that there are many activities in this field which
are not (yet) covered by regular publications.

1 . 1 . Papers and programmeshave not been included if their main objec­
tive is something different from the study of groups, even if groups play
some role in them. Four particular cases of this kind may be mentioned.

1 . 1 . 1 . Combinatorialproblems dealing with things like generation of
permutations, graphs, orthogonal latin squares, projective planes, block
designs, difference sets, and Hadamard matrices. For most of these topics
surveys are available, e.g. [Ha 1,4; Sw 1].

13 . 2 . Theorem-provingprogrammes.Most of these have been used to
construct proofs for very elementary group-theoretical theorems. There
seems to be only one [No 1] specifically made to handle group-theoretical
statements.

1.1.3. Programmes for the determination and study of homology and
homotopy groups, where the main interest is in the topological relevance
of the results. Such papers are [Li 4; Ma 1, 2; Pi 1] and part of [Ca 23.

1 . 1 . 4 . Applicationsof groups in fields like coding theory [Pe 1] or the
use of a computation in residue class groups for the improvement of a
programme described in [Pa 1].

1 . 2 . Althoughthe distinctionis not always quite clear cut, it is practical
for this survey to distinguish between special purpose and general purpose
programmes. In spite of the fact that the first category is more likely to
produce significant contributions to group theory, more space will be
given in this report to the second kind, simply because this is the author's
own field of work.

2. Special purpose progranunes. By the first kind I mean programmes
specially made for the investigation of a particular problem; when this
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is solved, the programme may be put out of use. There are a number of
problems tackled in this way, which we discuss in turn.

2.1. The construction of all groups of a particular kind,
2.1.1. A programme of this kind was first suggested as early as 1951

by M. H. A. Newman [Ne 4] for the investigation of the groups of order
256. P. Hall [Ha 7] had introduced the concept of isoclinism for the classi­
fication and construction of p-groups. Newman pointed out that the num­
ber of cases to be investigated for the determination of all groups of order
256 in a simple-minded use of Hall's ideas would be far too big for com­
puters then (and would be even now). He gave an estimate to show that
by a probabilistic approach it would be feasible to obtain the great major­
ity of these groups in a reasonable time. It seems, however, that this
suggestion has never been followed.

2.1.2. In this conference C. C. Sims [Si 3] gave an outline of a different
procedure by which in principle each group of prime-power order would
be obtained just once. In this a group G of order pn is constructed as an
extension of the last term (/)k(G) ~ ( I)of its lower @-series, defined by
tI>l(G) = G, (/)j+l(G) = [G, !PlG)l ( gP I g E tPj(G) ). The non-isomor­
phic groups G with fixed !Pk(G) ::::K and G/@,(G) ~ H are in 1-1 corre­
spondence with those orbits of H2(H, K) under the joint action of both
automorphism groups A(H) and A(K), for which the extensions are groups
with tPk(G) = K. Sims has written a programme along these lines which
determined the two-generator groups of order 32 in a very short time.
According to him extrapolation from this experience would indicate quite
bearable computation times (rv 10 hours) for the determination of most
of the groups of order 128. Special methods are probably necessary for
the case that His elementary abelian of order 32 and K elementary abelian
of order 4.
2.1.3. Also in this conference J. Cannon [Ca 3] reported that R. James

(Sydney) is determining the groups of order p8 for arbitrary primes p using
isoclinism. The calculations necessary in this set-up to find all non-iso­
morphic groups in a given isoclinismclass were done by a computer for the
first few primes and then generalized.

2.1.4. A listing of all primitive groups of low degrees is presently under­
taken by C. C. Sims [Si 2,4]. Earlier hand calculations went up to degree
20. These groups have been redetermined and the previous results found
correct. The calculations will be extended to higher degrees.

2.2. The Burnside problem. A recent survey of the problem is found in
[Ha 3], to which the reader is referred for definitions used and theoretical
results mentioned here. The finiteness of the Burnside groups B(n, r) of
exponent n on r generators is known for n = 2, 3, 4, 6 and all r, but the
order of B(n, r) is known only for n = 2, 3, 6, all r, and n = 4, r = 1, 2. In
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1962 M. Hall jr. [Ha 1] outlined a programme by which in particular the
order of B(4,3) could be investigated. The idea was to use a Schreier
technique to find generators and relations for a suitable subgroup of B(4,3)
which could be handled. In 1964 M. Hall jr. and D. E. Knuth [Ha 2] an­
nounced that with a programme applicable to arbitrary nilpotent Burnside
groups some results on B(4, 3) had been obtained, e.g. that the identity
(x, y, z, w, w, w) == 1holds modulo the seventh term of the lower central
series of this group. J. Leech [Le 2] has used Todd-Coxeterprogrammes(see
§ 3.1) to obtain and to improve systems of defining relations for B(3, 3) and
B(4,2) and of groups of exponent 4 on three generators all or two of which
are of order 2. An investigation along different lines of the groups B(4, k) is
presently carried out by A. Tritter [Tr 1]. He tries to prove that there is a
bound for the classes of the derived groups of the groups B(4, k), which
would be a consequence of a conjecture of G. Higman [Hi 1].For exponent
5 only the restricted Burnside problem has been solved. The biggest finite
group B*(5,2) of exponent 5 on two generators was found to be of class at
most 13 and order at most 534, Recently, E. F. Krause and K. Weston
[Kr 3], starting from Kostrikin's calculations, used a computer to establish
that these bounds are in fact attained.

Some of the programmes described in § 3.1 may also give some informa­
tion on the restricted Burnside problem.
2.3. The search for simple groups. So far systematic searches with com­

puters have established only the non-existence of simple groups of certain
kinds.

2.3.1. In 1957 E. T. Parker and P. J. Nikolai [Pa 2] tried to find analogues
of the Mathieu groups Mll and M'}3' Their computations showed that for
23<p.o$,4079 the cyclic and the alternating group are the only transitive
permutation groups of degree p = 2q+ 1,p and q primes.
2.3.2. In 1961, when the theorem that a group G of odd order is soluble

had been proved by W. Feit and J. G. Thompson only under the additional
assumption that all Sylow subgroups of G are abelian, a large-scale search
for non-abelian simple groups of odd order was carried out by K. 1. Appel,
M. Hall jr. and J. G. Thompson [Ap 1].A number of restrictions for the or­
ders of such groups were incorporatedin a programme,which sorted about
400 "possible" orders out of all orders up to 108•These were eliminated by
individual hand calculation, so that the non-existence of insoluble groups
of odd order ~ 108 was established.
2.3.3. More recently K. 1. Appel and E. T. Parker [Ap 2] have made a

computersearch for insolublegroups of degreesp = 4q + 1, p and q primes,
and have shown that there are no such groups of degrees 29, 53, 149, 173,
269,293 or 317 other than the alternating groups.

2.3.4. A systematic search is being currently made by M. Hall jr. [Ha 5]
for simple groups of orders ~ 106•
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2.3.5. Added in proof, July 1968. G. Higman and J. K. S. McKay [Hi 2]
have used Todd-Coxeter and character-table programmes (see §§ 3.1,3.4.5
and 3.4.9) to prove the existence of a certain simple group described by
Z. Janko [Ja 2].
2.4. Charactersand representationsof symmetric groups. A detailed de­

scription of the representation theory of the symmetric groups is given in
[Ro 1]. As the methods for the computation of characters of symmetric
groups are essentially combinatorial, they have been programmed rather
early. The character tables of the symmetric groups of degree 15 and 16
were determined by R. L. Bivins et al. [Bi 1]. S. Comet wrote a series of
papers on programmes for the determination of characters of the symme­
tric groups, in which in particular he developed techniques specially adapted
to binary computers [Co 1,2,3,4]. He obtained lists of all absolutely
irreducible characters for the symmetric groups of degree ••• 20 [Co 5].
Other programmes have been developed by J. K. S. McKay [Me 1] and
R. E. Ingram, Dublin (unpublished).
Tables of irreducible unitary representations of symmetric groups (for

applications in physics) have been computed by S. Katsura [Ka 1,2].

2.5. The Hp-problem. Let the prime p divide the order of a group G and
let Hp(G) be the subgroup of G generated by all elements of G not of order
p. D. R. Hughes [Hu 1] has raised the question if Hp(G) is always equal to
( 1 ), equal to G, or of index p in G. The question has been answered in the
affirmative for p = 2 and p = 3, and for arbitrary p if G is finite and not a
p-group [Hu 2] or a finite p-group of class •••p [Za 1]. G. E. Wall [Wa 2]
showed that for a p-group the question can be investigated by a computa­
tion in a Lie-algebra over GF(p). By a laborious hand calculation he showed
that the answer is negative forp-groups withp = 5. At present a programme
is being developed by J. Cannon [Ca 3] for checking these calculations and
extending them to greater p. Added in proof, July 1968 : The programme is
now working and has confirmed the result for p = 5 and extended it to
p = 7 (private communication).

2.6. Miscellaneous problems.
2.6.1. H. Brown (unpublished) has written a programme, following a

method of H. Zassenhaus [Za 2], for the derivation of all space groups (in
RJ from given arithmetical (integral) crystal classes. The space groups are
classified up to isomorphism by this programme. By a similar programme
of G. Fast and T. W. Janssen [Fa 1] the space groups of R, are classified
only up to equivalence as extensions of their translation subgroup by their
arithmetical crystal class.

2.6.2. Let To{n) be the group of all 2 X 2 integral matrices A = (::) with

det A = 1 and c == 0 (mod n) and r*(n) the group generated by Tr/...n)and
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(nO -1\,~ H. Fell, M. Newman and E. Ordman [Fe 1] have tabulated the

genera of the Riemann surfaces belonging to these groups for n "'"1000
using classical formulae in the programme.

2.6.3. S. L. Altmann and C. J. Bradley [AI 1.2] have tabulated data for
the irreducible representations of the rotation group of integral weight
(see Gel'fand and Sapiro [Ge 1]) up to weight 20.
2.6.4. Left normed commutators la, nb] are defined recursively by

la, Db} = a, la, (i+ l)b) = [fa, ib}, b]. For a finite group G let m(G) ;:a6 0
be the smallest integer such that for all pairs a, bEG there is an integer n
for which la, nb} = la, (n+m(G))b]. J. M. Campbell and W. J. Lamberth
[Ca 2] describe a programme for the determination of m(G) for finite
groups G given as permutation groups. For the alternating group As of
degree 6, for example, they obtained m(As) = 120.

2.6.5. Let Zn be the ring of integers mod n and let re and re' be permuta­
tions of the elements of Z; with re(O) = n'(O) = O. Let n and 1(,' be called
translation equivalent if there exists an element d E Z; such that re(H 1)
-n(i) = n'(i+ 1+ d) -re/(i+ d) for all i E Z". A group of permutationsof the
elements of Z; is called translation invariant by E. S. Selmer [Se 2] if it
consists of full equivalenceclasses under the defined translation equivalence.
He has proved some permutation groups to be translation invariant and is
presently also investigating others for this property with a computer.
2.6.6. M. E. White [Wh I] announceda study of the possibilityof present­

ing finite groups as groups of pairs of integers for which a suitable multipli­
cation of a certain restricted kind is defined.
2.6.7. Programmes for the application of crystallographic groups to

computations in quantum mechanics have been developed by S. Flodmark
[Fl 1,2].
3. General purpose programmes. The'programmes to be mentioned here

are not primarily made to answer a particular question but rather as a tool
that can be used again and again. Some are based on algorithms previously
designed for hand calculation, some are built up by using combinations of
well-known theorems.
3.1. Todd-Coxeterand Schreier methods. The Todd-Coxeter algorithm

[To 1; Co 6] enumerates the cosets of a subgroup U of finite index in a
group G, when G is given by finitely many abstract generators and defining
relations and U by finitely many generators expressed as words in the gen­
erators of G. This algorithm seems to have been first programmed in 1953
by C. B. Haselgrove (unpublished). Since then many other programmes for
this algorithm have been developed which sometimes differ in their stra­
tegy for choosingthe next coset to be dealt with. J. Leech [Le 2] gave a very
clear discussion of the different approaches, which is revised for these
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proceedings[Le 4]. So it is sufficienthere to give references (partially copied
from [Le 2]). A number of papers give details of programmes [Ba 1; Ell;
Fe 2,3,4; Gu 1; Ma 3; Tr 2,3]. Applications are found in [Ca 1; Le 1,3;
Me 3] and some of the papers mentioned before and hereafter.
The Todd-Coxeter procedure yields not only the number of cosets of

Uin G but also a permutation representation for the generators of G on the
cosets of U.The kernel of this representation of G is K =n s= Ug.Hence

gEG
one can obtain G/Kby a programme which generates a permutation group
from given permutations or at least finds its order.
An interesting instance, where an observed periodicity of the output of a

Todd-Coxeter programme led to a proof of the infiniteness of the group in
question, is noted by C. C. Sims [Si 1].

More recently the Todd-Coxeter technique has been combined with the
Schreier technique, see e.g. [Ma 4], to obtain generators for a subgroup U
from generatorsof the whole group G and coset representativesof the cosets
of U in G. The algorithms obtained solve the following problem: Let a
group G be given by generators gl, ... , gk and relations rl(gh ••• , gk) ::.;
= ... = re(gl' ••. , gk) = 1 and let a subgroup U of finite index in G be
generated by words Ul, ..• , Us in the gj. The Todd-Coxeter procedure
yields coset representatives Cl. . . •• c, of the cosets of U in G. For an ele­
ment w, given as a word in the gj, one has to find the expression w = w*cjo
where cJ is one of the coset representatives and w* is a word in the Uj. Some
different methods for doing this have been discussed [Be 1; appendices to
Le 1,3; Le 4; Me 1,2,3; Mo 1,2].
It would be most useful if these techniques could be extended further.

Given generators and relations for a group G and coset representatives for
the cosets of a subgroup U in G, the Schreier procedure gives generators
and defining relations for U (see [Ma 4; Me 4]). However, their numbers
increasewith the index of U in G. If one had a method to reduce these num­
bers effectively in cases where this is theoretically possible, the Todd­
Coxeter procedure could be applied again to the subgroup U and so on.
No programme of this kind seems to exist yet.
Another application of the Todd-Coxeter technique was outlined by

C. C. Sims [Si 3]. By systematically enumerating the words that could gen­
erate a subgroup and performing Todd-Coxeter computations for them, he
finds all subgroups of index less than a prescribed bound in a finitely pres­
ented group.
3.2. Genemtion qf groups, ~ of subgrolfJ& A number of programmes

have been developed to compute structural details for a finite group given
by a set of generators. In all these programmes problems arise at three
levels.

3.2.1. First, algorithms for the handling, i.e. comparison, multiplication,
inversion, etc., of the group elements must be defined. These are rather
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obvious if the elements (and hence in particular the generators given as
input to the programme) are permutations, matrices over some ring, affine
transformations, etc. If, however, generators and defining relations are
given, the insolubility of the word problem does not allow general hand­
ling of words in the generators unless the relations are of a restricted type.
If this is not the case, the only way out is to try to get a faithful permutation
representation of the group by the Todd-Coxeter procedure. If the genera­
tors are taken from the factors of a subnormalseries of a soluble group, the
relations can be brought into a simple form [Ju 1].Then by a kind of com­
piler the computer itself constructs optimal programmes for the handling
of normal forms from these relations. Programmes of this kind are de­
scribed in [Li 1, 2; Jii 1; Ne 2].

3.2.2. Next, algorithms for the generation of all elements of a finite
group G from its generators gl, . . ., gn are needed. If the store of the
machine is big enough to hold all elements of G, the following simple
method [Ne 1; We 1] can be used. Beginning with Uo = (1), form
Ui+1 = <Uj, gj+l) by the following procedure, given in slightly simpli­
fied form here. Form U] = U,UUjgj+1; beginning with 1 E Uj, multiply all
elements in U] from the left by gj+1 until an element g* ~ ul is obtained.
Then replace U] by Uj2 = Ul U Ujg* and repeat the procedure, When left­
multiplication of an U{ with gi+1 yields only elements in Uf, we have found
( Uj, gj+1)' The condition, to keep all elements in a (fast-access) store, is a
serious restriction. J. K. S. McKay [Me 2] mentions a variation of the
method in which only the elements u of a subgroup U and coset represen­
tatives c of U in G are stored and all elements are expressed (uniquely) as
products De. This procedure saves store, but at the cost of computing time
for the regeneration of elements by multiplication. In general no essentially
better method seems to be known.

For permutation groups, however, a more effective and store-saving
method exists [Si 3]. Let G be a group of permutations of the integers
1, ... , 11awl let OJ be the stabilizer of 1,2, ... , i; Go= G. Then coset
representatives are determined for all steps Gj,OJ+l' From the cycle-decom­
position of the generators of G all images of 1 under G and hence coset
representatives of G1in G are found. By the Schreier technique generators
of G1 can now be computedand the same processrepeatedfor G1. The prob­
lem is, to keep the number of generators small for all steps. This is done
by working at all steps simultaneously and reducing the number of genera­
tors, obtained by the Schreier process for a subgroup U,by using the coset
representatives of the subgroups of Uwhich are already known at the time.
This method has been programmed by C. C. Sims [Si 3], and in similar

form by P. Swinnerton-Dyer (unpublished) in helping with M. Hall's
computation [Ha 5) of generating permutations for a simple group of Z
Janko [Ja 2]; another such programme is presently being worked out at
Kiel, Sims' programme determined a permutation group of order about
CPA 2
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5 X 108 in a very small time; he estimates that it can find the order of any
permutation group of degree E 200 with a "small" number of generators.

3.2.3. When all elements of a finite group have been found, the next
problem is to investigate its subgroups and their properties. A number of
programmes have been developed for the determination of the lattice of
subgroups together with conjugacy relations between the subgroups. W. D.
Maurer [He 1; Ma 5,6,7,8,9], and apparently similarly G. P. Spielman
[Sp 1], have put their main interest in defining a simple language in which
the user can give orders or ask questions to be checked against a file of
examples. The programmes are mainly for demonstration, so the methods
used are rather straightforward and hardly powerful enough to handle
more complicated examples efficiently.

A more sophisticated combinatorial approach has been used by L. Ger­
hards and W. Lindenberg [Ge 3; Li 3]. Basically their programme works as
follows : A subgroupU of a finite group G is uniquelydeterminedby the set
of cyclic subgroups of prime power order contained in U.Hence U can be
described by the characteristic function cu, definedon the set S of all cyclic
subgroupsof prime power order in G, which is equal to 1 for the cyclic sub­
groups contained in U and equal to 0 for all others. Any characteristic
function on S defines a generatingsystem for some subgroup,hence all char­
acteristic functions are considered in lexicographical order. Once a sub­
group has been generated from a characteristic function, by a number of
combinatorial tricks based on simple group theoretic arguments many other
characteristic functions can be eliminated from being examined, as they
define generating systems of subgroups already known.
Another mainly combinatorial method has been outlined by C. C. Sims

[Si 3]. The elementsof G are orderedin a list L: 1= gI, g2, ... , glGI . Then
for each subgroupU a canonicalsystem of generatorsXl, . . . , x, is defined
by the requirement that Xl is the first element of U-(l) with respect to
the order in L, Xi+! is the first element of U-(xt, X2, ... , Xi) with
respect to this order. The task of finding all subgroups is thus equivalent to
that of finding all canonicalsystems.If {Xl, ... , Xk} is such a system,then
so is {Xl, . . . , Xk-l}' Hence, if all ordered systemsof elementsare ordered
first by their length then, lexicographically, a system {Xl, , Xk} can be
discarded in the search for canonical systems if either {Xl> , Xk-l} is
not canonical or if in calculating the subgroup it generates an element not
in (Xl, .... Xk_l) is obtained that is earlier in L than xk' This method
has not been programmed yet, but it seems likely that it is rather efficient,
in particular if there is some natural order of the elements which can be
decided upon without searching in lists.

Added in proof, July 1968. Yet another combinatorial programme is at
present being developed by W. Niegel at the Technische Hochschule,
Miinchen.
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A method involving more group theory has been used by J. Neubfiser
and V. Felsch [Fe 5,6; Ne 1,2] and in similar form by J. Cannon [Ca 3] and
by D. R. Hayes and L. C. Biedenharn (unpublished). Subgroups are again
represented by their characteristic functions on the set of all cyclic sub­
groups of prime power order (see above). Let the kth layer& of the lattice of
subgroupsconsist of all subgroupswhose order is the product of k primes.
A subgroup U E E; different from its derived group U' is obtained as a
product of a groupVEE1_1 by a cyclicsubgroupC S;;; NG( V) of prime power
order. If the subgroups are constructed layerwise, starting from& one can
ensure by simple calculation with characteristic functions (which can be
handled nicely in a binary computer) that each subgroup is constructed
only once. Perfect subgroups are taken care of by special subroutines for
each of the very few isomorphism types of simple groups of composite
order that can occur in the range of orders allowed by storage and speed
restrictions of the computer presently used. These subroutines can be
extended for bigger machines, as the list of all simple groups is known at
least up to order 20,000. This means that the programme would work at
least up to groups of order 40,000, which at present is definitelyout of reach
for any programme of the kinds discussed here that determines the full
lattice of subgroups.
Although more combinatorial programmes have the advantage that
there is no theoretical restriction for their applicability, comparison has
shown the programmes described last to be more efficient than the existing
combinatorial ones. With the present implementation groups up to order
lO92 and with up to 2400 subgroups have been handled. Its range will be
increased in a new implementation (in the final debugging state Oct. 1967)
which on a bigger computeruses a 512 K backing store.
Added in proof, July 1968. This programme now works, and has pro­

duced the lattices of subgroups of groups including the alternating group
A'1.(order 2520, with 3779 subgroups) and the largest of Dade's groups
[Da 1] (order 1152, with 519 1 subgroups).
A special programme [Fe 9] for drawing a diagram of the lattice has

been connected with the system of programmes in Kiel [Fe 5,6].

3.2.4. For many problems, such as the determination of crystal classes
[Bo 1, 2], it is sufficient to determine only one representative from each
class of conjugate subgroups in G. A certain variation of the method de­
scribed in [Fe 5,6; Ne 1] is presently being programmed in Kiel. It will
save a large amount of store at a (hopefully slight) cost of time. It seems
that the more combinatorial algorithms cannot very easily be adapted to
this purpose.

3.2.5. Together with the lattice of subgroups, some of these programmes
[Fe 5,6; Ge 3; Li 3] compute properties of subgroups, etc. It is listed, e.g.
by the Kiel programme [Fe 5,6], whether a subgroup U is cyclic, abelian,
2'
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nilpotent, supersoluble, soluble or perfect and whether it is normal, sub­
normal or self-normalizing in G. The order, normalizer, centralizer and
classes of conjugate elements of U are found. Also certain characteristic
subgroups such as the upper and lower central series, commutator series
Frattini and Fitting subgroups are determined.

3.2.6. Two sets of programmes developed by R. Yates [Ya 1] and R.
Segovia and H. V. McIntosh [Se 1] determine the lattice of subgroups
and some of these structural details for groups of special types.

3.2.7. Some more extensive applications of such programmes have been
made. R. Biilow and J. Neubtiser [Bii1,2] determined all integral classes of
4X 4 integral matrix groups by analysing the 9 classes of maximal 4 X 4
integral groups, found by E. C. Dade [Da IJ. A catalogue of the lattices of
subgroups, etc., of the groups of order e 100, omitting orders 64 and 96,
has been compiled by J. Neubtiser [Ne 3J using the Kiel programmes.
3.3. Automorphism groups. W. D. Maurer's system of programmes

[Ma 8] also contains a programme which checks for the existence of an
isomorphism between two given groups by constructing partial isomor­
phisms in a tree-of-trial-and-error procedure. Programmes for detecting
isomorphismsof graphs [Be 2; Su 1] may also be used in such a way.
The only programme known to me [Fe 5,7, 8] for the determination of

the automorphism group A(G) of a finite group G uses the structural data
obtained by the subgroup lattice programme [Fe 5,6]. The basic idea is that
an automorphism induces a lattice automorphism on the lattice of sub­
groups which preserves order, conjugacy, centralizers, etc. If a subgroupU
is chosen it is usually rather easy by visual inspection of a diagram repre­
senting the lattice of subgroups to find all candidates for images of U under
automorphismsof G. This vague idea has been made precise by introducing
and studying certain equivalence relations on the set of all subgroups which
are then used in the construction of A(G).
For a soluble group which is not of prime power order L. Gerhards

[Ge 2] gives an outline of a programme based on P. Hall's results [Ha 8]
about Sylow systems. In this programme (which is not yet implemented)
the automorphism group of G will be constructed from "extensible" auto­
morphisms of the Sylow subgroups in a Sylow system and inner automor­
phisms.
3.4. Characters and representations.
3.4.1. There are a number of programmes for the determination of the

absolutely irreducible characters of a finite group G. Most of these start
from the class multiplication coefficients and lead to some kind of numer­
ical computation. For the theoretical background to this procedure see e.g.
[Cu II.
Let Cl, .... C, be the classes of conjugate elements in G, C1 = {I}, hi

the number of elements in Ci, "1:, . . . , 'l the absolutely irreducible charac-
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ters, dj the dimension of Xi, and xi the value of '// for an element of Cj• The
class multiplication coefficients are defined by

11

rcc, = L Cijk c:
k=l

Defining wf = hi xi one has W;wj :::::± CijkWt. Henceforeachs, 1",.;s..,;;r,
d, k=1

the r values wi, 1",.;/",.;r, belonging to the sth character satisfy the r2 equa­
tions

rL (Cjjk- (jikXj)Xk :::::0 for 1 ~ i, j ~ r. (*)
k=l

Considering for each jo, I",.; jo ~ r, in turn the r equations obtained by fix­
ing j = jo, one sees that the vector ,.,s = (»1, ... , w,) is an eigenvector of
the matrix (cij.,k) belonging to the eigenvalue Wio' and further that these
vectorsW, 1 ..,;;S "'" r, are (up to factors) the only commoneigenvectorsof all
these matrices (cijok)' 1E; jo os; r.

3.4.2. [Cu 1]: If for a certain l» the matrix (Cijok) has r different eigen­
values, the eigenvector spaces are one-dimensionaland hence yield uniquely
(up to scalar multiples) the vectors W, 1E; S ",.; r. These factors are deter-

mined from wf = ~l xi = 1. From the orthogonalityrelations of the charac-
ters one has S

r wiwid2 L _I _j := IGI·
J i=l hi

Fromthis di, ... , d, are found and then the characters. As there are simple
examples in which none of the matrices (Cij.,k) has r distinct eigenvalues,
this method is not always applicable.

Essentially this method is applied for all matrices (Cjjok) in a programme
by S. Flodmarkand E. Blokker [F13] to obtain irreduciblecharacters.These
are then used to reduce the regular representation into representations
E1> .,., E, of degree dr, .... d: respectively.Ej contains the dj copies of the
jth absolutely irreducible representation that are contained in the regular
representation. For further reduction of the Ej into irreducible representa­
tions, according to a private communication of S. Flodmark, a "numerical
iteration procedure" is used. The author regrets that he cannot supply
details about this, as he heard about the programme only when this article
had already gone to press.

3.4.3. For hand computation W. Burnside [Bu 1] gives the following
method: Multiplying the equations (*) with a fixed j by an indeterminate Yj
and summing over all j yields
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For 1~ s ~ ': w' is an eigenvector of (~ CijkYj) belonging to the eigen­

value ii." =. )' l1jYj. These eigenvalues AS are r different solutions, and
,=1

hence are all the solutions, of the characteristic equation

If one can factor this as a polynomial in A with coefficients from the ring of
polynomials in the indeterrninates Yh ... , Y" one has found the wj and
hence the characters.
3.4.4. J. K. S. McKay [Me 2, 3] in his programme replaces the indeter­

minates Yj by random numbers aj of uniform distribution in [0, 1) and pro-

ceeds for the matrix (c:k) = Ctl Cijkaj~s described in § 3.4.2 for a single

(cijok)' The set of r-tuples (ab' •• , a,) for which (c:k) has multiple eigen­
values is of measure zero in the hypercube of all r-tuples, but numerical
difficulties can occur if two eigenvalues are close together. Restrictions on
the programme are given by the number of classes in G rather than by the
order of G, as long as the CiJk can be calculated. McKay has been able
[Me 3] to recalculate the character-table of Z. Janko's first simple group
[Ja I} from a matrix representation of it.
3.4.5. One can also use the property that the w's are the only common

eigenvectors of the matrices (cijok), 1 <l« ~ k, in the following way. First the
eigenvector spaces of (Ci2k) are determined. After n- 1steps let VI, ... , Va
be the subspaces of common eigenvectors of the matrices (Ci2k), . . . , (Cink).
Then each Vi of dimension ;a. 2 is mapped by (Cj n+lk- bikA;n+1), where
'Aj+! runs through all eigenvalues of (cjn+1k), and thus split into a direct
sum of subspaces of common eigenvectors or (Cj2k), ... , (Cjn+1k)'
In the programme of J. D. Dixon [Di 1] this procedure is further simpli­

fied and the calculation of eigenvalues is avoided in the following way. Let e
be the exponent of G, e a fixed primitive eth root of unity, and p a prime such
that e!p- l. Then there is an integer z such that z has order e modulo p.
The mapping fJ : fee) --f(z), Wheref is any polynomial with integral coef­
ficients, is a ring homomorphism of Z(o) onto the prime field Zp, which
can be used to translate the whole problem of finding common eigenvectors
into the corresponding one over Zp- This can be solved much more easily.
By choosing p appropriately one can ensure that the characters in the com­
plex field can be determined from the solutions found in Zp-

3.4.6. D. R. Hayes [Ha 9] has proposed to solve (*) by constructing
successively partial solutions in a kind of tree-of-trial-and-error procedure.
The method described by him has not yet been programmed.
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3.4.7. A rather different approach has been used by C. Brott and J.
Neubiiser [Br 1,2]. In their programme all monomial absolutely irreducible
representations are found as induced representations of one-dimensional
representations of certain subgroups and the corresponding characters as
induced characters. For a big class of finite groups, including all p-groups,
all absolutely irreducible representations are monomial; if this is not the
case for a group G the remainingcharactersare found by one of the methods
described above, taking advantage however of the characters already
known.

For groups of order 2n, another programme to find the absolutely
irreducible representations by the process of induction has been written by
P. G. Ruud and E. R. Keown [Ke 1; Ru 1,2].
Added in proof, July 1968, According to the summary printed in Mathe­

matical Reviews, N. N. Aizenberg and A. A. Leticevskii [Ai 1] "have
developed algorithms for computing matrix representations and characters
of an interesting class of finite groups".

3.4.8. All these programmes require that the group is completely known
in some detail. However in many hand computations, e.g. [Fr 1; Ja 1, 2],
character tables are found from rather poor information about the group,
in fact the character table is used as a step in establishing the existence of
a group with certain properties. It seems to be very worth while to build up
a programme, possibly for on-line use and man-machine interaction from a
remote console, which would incorporate the routine computations used in
such work.

3.4.9. Addedinproof, July 1968. In their proof of the existence of Janko's
group of order 50 232 960, G. Higman and J. K S. McKay [Hi 2] use some
programmes which find rational and permutation characters from a given
character table.

3.5. Miscellaneous programmes.
3.5.1. In [Ha 6] P. Hall introduced the so-called "commutator collect­

ing process" for the study of an expansion
(ght = gnhnfg, h]'Pl(n).••

of the nth power of a product of two group elements into a product of cer­
tain commutators. He showed in particular that the functions f{I;(n) are
polynomials in n of degree not exceeding the weight of the commutator
whose exponent they are. Hall's formula has been the object of a few pro­
grammes. A very straightforward simulation of the collection process was
used by H. Felsch [Fe 2] to obtain the Cf!;(n) for the first few i. J. M. Camp­
bell and W. J. Lamberth [Ca 2] have more recently written a more elabo­
rate programme for the same purpose as a tool for the investigation of free
nilpotent groups of finite exponent. E. F. Krause [Kr 1,2] has used some
theoretical improvement of the collecting process to study groups of expo-
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nent 8. Together with K. Weston [Kr. 3,4] he studied a similar process in
Lie rings and applied a programme for it in the study of Burnside groups of
exponent 5. D. W. Walkup [Wa 1)announces that he has used a computer
(in a way not further described) to show that a certain commutator iden­
tity is best possible.

3.5.2. H. J. Bernstein, O. Moller and E. Strasser Rapaport [Be 3]
describe a programme for finding factorizations of finite groups.

3.5.3. D. A. Smith [Sm 1] gives an algorithm for the determination of a
basis of a finitely generated abelian group.

4. Acknowledgements. The author wishes to express his indebtedness to
Mr. C. Brott, Mr. V. Btilow, Mr. V. Felsch and Mr. J. K. S. McKay for
help in compiling and preparing the material for this article and to the
editor of these proceedings who patiently waited for its completion.
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Coset enumeration

JOHN LEECH

1. Introduction. In 1936 Todd and Coxeter gave a method ([7], also
described in [1], ch. 2) for establishing the order of a finite group defined
by a set of relations satisfied by its generators. They enumerate systematic­
ally the cosets of a suitable subgroup whose order is evident from the defin­
ing relations for the whole group. (To be precise, what the method does
is to establish the index, when finite, of a subgroup of a finitely presented
group. The finiteness of the whole group is not necessary for the success of
the method.) They describe the method as being "purely mechanical", and
since that date the advent of electronic computers has led a number of
people to programme the method for automatic execution. I have given an
account [2] of such of this work as was known to me in 1962.

The present account is based in part on my former paper [2], but does
not include the historical details there given. It includes also a discussion of
the necessity for the termination of the process, and an application of it to
the following word problem. If a coset enumeration shows that certain
elements generate a subgroup of finite index in a finitely presented group,
and that an element, given as a word in the generators of the group, is an
element of the subgroup, it is required to express it as a word in the genera­
tors of the subgroup.

2. Hand calculation. The basic procedure when enumerating cosets by
hand is to set out each relation in extenso at the head of a table. The lines of
the table are filled with coset numbers so that the numbers fall in columns
between the letters of the defining relation, the cosets in adjacent columns
being related by the generator at the head of the space between the columns.
If (as I assume hereafter) each relation equates a word in the generators of
the group to the identity, then the first and last columns of the table for
each relation will be identical. It is convenient to keep also a multiplication
table showing the effect on each coset of each generator, and also of the
inverse of each generator which is not involutory, as these are determined.
Initially entries are made so as to define the subgroup which is chosen as

coset I. As the work progresses, more cosets are defined and entered in the
tables, and whenever a line of a relation table is completed, further entries
are made in the multiplication and other tables. The enumeration is com­
plete when the tables are full, leaving no space for the definition of further
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cosets, and exhibiting every coset in every significantly different position
in each relation table. A worked example is given is § 11 below.
3. Coincidences. It may be found in the course of the work that two

differently numbered cosets are in fact the same; this is commonly called a
coincidence of the cosets. In such an event the greater of the numbers is
replaced throughout by the smaller, and any consequent coincidences
between other cosets are then dealt with similarly. If the tables are still
incomplete after this, the enumeration continues as before. In hand work
this replacement is inconvenient, and, with practice, skill is gained at defin­
ing cosets in such an order that coincidences are infrequent, and many enu­
merations can be carried out without the occurrence of coincidences. But
there are many examples where coincidences are unavoidable. Thus if the
defining relations are inconsistent, then the group consists of the identity
element only, and any coset enumeration will reduce to only one coset.
Usually it will have been necessary to define several cosets before the work­
ing shows that these are not distinct. The following two examples are of a
non-trivial group (the simple group LF (2, 7), Klein's group of order 168).
Attempts to enumerate the 24 cosets of the subgroup generated by Bin this
group as defined by the relations

B7 = (AB)2 = (A -lB)3 = (A2B2)4, = E
B7 = (AB)2 = (A -lB)3 = (A3B4)3 = Eor

will result in the definition of many more than 24 cosets before the working
shows that these are not all distinct.

4. Computer implementation. It is extremely inconvenient on a computer
to store the incomplete lines of working in the relation tables and to locate
places for insertion of new entries. It is much simpler to recompute the
whole of a line in which a new entry is to be placed. In practice, therefore,
the main working table stored in the machine is the coset multiplication
table. Each line of the relation tables is then constructed as required from
the entries in the multiplication table. It is in the nature of the working that
access to this table is random and unpredictable, and it should be held in the
immediately accessible part of the store. The number of cosets definable is
then limited by the amount of such storage available, and if this limit is
likely to be approached, the following steps should be taken to economize
in its use.

First, as in hand working, no column should be used for the inverse of an
involutory generator. A convenient implementation of this is to number the
columns and to include with the data a short list showing which column is
inverse to which; this will list the column for an involutory generator as
being the column for its inverse. Whenever reference to the inverse of a
generator is made, it is made through this list. No other part of the pro­
gramme has then to take account of whether a generator is involutory, and
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problems in which none, some or all of the generators are involutory are
handled uniformly.

Next, in computers with a fixed word length, it may be desirable to pack
the multiplication table entries with several in each word, so that the whole
of a line of the multiplication table may occupy only one or two words. If
the word length is variable, a suitably short length can probably be chosen
which will obviate further packing. In the author's experience, packing and
unpacking do not add seriously to running times, and he has found that
limitation on immediately accessible storage space has always been more
important than running time.
The relations defining the group are conveniently stored as lists of inte­

gers, each of which denotes the column of the multiplication table corre­
sponding to the generator or its inverse appearing at the corresponding
point in the relation, suitably terminated (by a zero, perhaps) to indicate
the end of the relation, with a count or other indication of whether it is the
last relation. If storage space is extremely limited, it may be desirable to
pack the relations with several letters in each computer word, but this is
less likely to be important than packing the multiplication table.
Programmes for computer implementation of coset enumeration differ

mainly in the choice of algorithm for determining the sequence in which new
cosets are defined. It is not possible to implement the human judgement
that «an be applied to conduct enumerations without coincidences, as this
often depends on examining the state of the relation tables, which the
computer does not store. Most programmes follow, more or less closely,
one of the two algorithms described in the following sections. The natural
order for describing these is the reverse of the historical order adopted in
[2], so the present "first and second algorithms" are the "second and first
methods" of [2] respectively.

5. First algorithm. This follows rather closely the hand method as
described in §2. We examine each entry in the multiplication table, in the
order in which they are made, in the following way. Suppose it has been
found, by definition or deduction, that oS, = b, where a and b are coset
numbers and S, is a generator. We have to examine each relation involving
Sj or its inverse, for each significantly different occurrence of either, to find
out whether insertion of aSj = b or ts;: = a at that point would com­
plete a line of the relation table.

Suppose the relation is Rl R2 ••• R; = E, with R, = Sj. Working in the
backward direction, we extract the entries aRi!l' aRi=..11R;...12'... , con­
tinuing until either an undefined coset is sought (i.e. a blank entry is found
in the multiplication table) or the beginning of the relation is reached. In the
latter event we continue by extracting aR;...lIR;...12'.. Rli R;;l, aR;:_11R;:.1 ...
Rll R;;l R;;!I' ... , continuing until either an undefined coset is sought or
the entry aRi_IIR;:_12••• R-I R;;I R;;!l' .. Ri+\ is reached. This should
be b; if it is not, a coincidence has been found. If an undefined coset has
CPA 3
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been reached, we make a similar examination in the forward direction,
extracting the entries bRHl> bRj+1Rj+2, ... , bRi+lRi+2'" RnRI, ...
until either an undefined coset is sought or the backward working is met.
There are three possibilities. The forward and backward working may fail
to meet, and no information can be deduced at this stage. Or they may just
meet, so that the final cosets reached in the forward and backward working
are related by a generator, and a new entry is made in the multiplication
table. Or they may overlap, in which case different entries have been found
for the same place in the relation table, and a coincidence has been found.
(In this last case the coset numbers cannot have been the same in the two
directions, otherwise the backward working would have completed a full
cycle and no forward working would have been done.)

As new entries are made in the multiplication table, they are also placed
in a list of unworked table entries. When the current entry has been exam­
ined in all significantly different positions in all relation tables as above, it is
removed from the list and the next entry is examined similarly. When the
list is empty, the multiplication table is examined. If this is complete, then
the enumeration is finished, and the result is available. If not, then there are
some blank entries in the multiplication table, and a new coset is defined
by making an entry in one of these blanks and creating a new line of the
table with an entry in the column inverse to that in which the blank was filled.

In hand calculation the choice of which blank to fill at each stage is a
matter for human judgement; usually we fill a blank which leads to comple­
tion of one or more lines of relation tables if possible. On a computer, for a
general-purpose programme, we have to adopt a simpler rule, such as
always defining a new coset to fill the earliest blank in the multiplication
table. For this reason we except to encounter coincidences more frequently
than in hand work. Since coincidences are sometimes unavoidable, any
programme should be able to deal with them, and it is no great disadvan­
tage that it has to do so more often than in hand work.
6. Second algorithm. This is less similar to hand calculation than the

first algorithm, and was devised to simplify the programme as much as
possible. It was the first to be programmed, and this was for machines with
very limited storage space, so that it was of importance to make the pro­
grammes as short as possible in order to maximize the space available for the
multiplication table.

We construct the lines of the relation tables in a systematic order by tak­
ing each coset in turn and beginning a line of each relation table with it. We
extract the entries aR1, aR1R2, •.. successively, and if any of these is unde­
fined, we define new cosets to complete the whole line of the table. The last
entry in the line should be the same as the first; if it is not, as will always be
the case when new cosets have been defined, then there is a coincidence
between these cosets, and the programme deals with this and any conse­
quent coincidences before continuing.
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The programme for this algorithm is simpler than for the first algo­
rithm as it has only to work through the relations in the forward direction,
and there is no division into cases corresponding to that in the first algo­
rithm where the workings may fail to meet, just meet or overlap. The co­
incidence procedure handles these cases uniformly. However, coincidences
are much more frequent with this algorithm, occurring whenever new
cosets are defined, which results in uneconomic use of space for the mul­
tiplication table. This is not only the space used for cosets defined to com­
plete a line and eliminated at once by coincidence. Those surviving are defin­
ed in an inefficient order, which may result in the definition of many more
of them. For example, in enumerations of the 448 cosets of the octahedral
subgroup {A2, A-IB} in the group of order 10752 defined by the relations

A8 = B7 = (AB)2 = (A-IB)3 =E,

a programme using the first algorithm had a maximum of about 1300 cosets
defined at one time, while one using the second algorithm had 2176 cosets
defined at one time. The presentations of Klein's group given in § 3 would
probably give more disparate figures, but these are not available. However,
there is some reason to believe that examples of this kind are of infrequent
occurrence in practice. (They may be recommended for use in programme
checking.)
7. Computer handling of coincidences. This is the logically most compli­

cated part of any coset enumeration programme. When it has been found
that two cosets, numbered a, b say, with b»:a, are the same, we have to
replace occurrences of b in the multiplication table by a, and deal with any
consequent coincidences similarly. We examine each entry in line b of the
multiplication table. If any such entry is blank, we take no action and pass
on to the next entry. If we find an entry bR, = b, then we replace this by a.
But if we find an entry bR, = c ;: b, then we know that line c contains an
entry CRti = b. In the first instance we delete this, rather than replacing it
by a, to avoid having two occurrences of a in the same column. Then,
whether liR, = b or not, we examine cR; If this was not defined, then we
copy bR, there. But if it was defined, then if aR, = bwe replace it by a, and
in any case we set up a new coincidence between bR, and aR;, and place
it in a list of coincidences to be dealt with. In either case, if (aRj)Rti is
undefined, then we set it equal to a. In the first algorithm, if ak, was unde­
fined, the transferred entry bR, = c, now «R, = c, is placed in the list of
unworked table entries.
When all the entries in line b have been dealt with, the line is deleted and

becomes available for the definition of a new coset. In the first algorithm,
any entry in the list of unworked table entries which involves b may be
deleted. If aR, had been undefined, the transferred entry aR; = c will pro­
duce all the corresponding working, while if it had been defined, this entry
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will have been dealt with in its own right or will be in the list awaiting
working.

It is also necessary to ensure that there remains no occurrence of b in the
list of coincidences to be dealt with, any such being replaced by a. A con­
venient way of avoiding such occurrences, and also avoiding storage of
redundant information in this list, is the following. The list is kept as a list
of pairs of numbers, the greater on the left, stored in decreasing order of
left-hand number. At each stage we deal with the first entry in the list,
which has the greatest left-hand number, so this number b cannot occur
elsewhere in the list. When a new coincidence is to be placed in the list, a
search is made for the place appropriate to its left-hand number. If a pair in
the list has the same left-hand number, then the right-hand numbers of the
old and new pair are paired, the greater on the left, and this pair replaces
the original pair in the search for the place in the list. Eventually either a
pair is found whose left-hand number is not equal to that of any pair in the
list, which we then place in the list, or a pair is formed of two equal num­
bers, indicating that this coincidence did not give any new information,
and no entry is made. In this way the list never contains redundant informa­
tion.

When the coincidence between b and a has been fully dealt with as
above, the next coincidence in the list is treated similarly, and we continue
until this list is empty. We then return to normal working, beginning with
the first algorithm, with the list of unworked multiplication table entries,
and continue until the tables are complete or another coincidence occurs.
An example which illustrates the handling of coincidences is given in § 12.
After a coincidence and its consequences have been dealt with, there will

be a number of blank lines in the multiplication table, which are available
for the definition of further cosets. It is not advisable to use these in their
original position, however, except for those following the last undeleted
coset, as the numerical sequence of cosets would depart from the logical
sequence, and a sequence of operations based on the numerical sequence
would become inefficient. The table can be closed up by transferring and
renumbering the undeleted lines, retaining their original order. Experience
suggests that it is uneconomic in time to do this every time a coincidence
and its consequences have been dealt with, and that it is sufficient to do it
when the enumeration is complete or when the storage limit is reached.
(But with the second algorithm it is advisable to ensure that at each stage
the next coset to be defined follows next after the last un deleted coset, using
again any subsequent lines that have been used for cosets now deleted.)

8. Form of data. Essentially the data comprise only the relations defining
the group and the elements generating the subgroup. In practice it is con­
venient to supply also a list of inverses, as suggested in § 4, or some other
specification of the number of generators or the number of columns of the
multiplication table. If the list of inverses is supplied, then it is unnecessary
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to include relations specifiying that generators are involutory with the
defining relations, as these are implied by the list of inverses. It is convenient
to supply the list of elements generating the subgroup next, as these are
required for making the initial entries in the multiplication table and are
not used again after the use of the defining relations has begun. With the
second algorithm, these elements can be handled exactly like defining
relations, the equivalent of a line of a relation table, beginning and ending
with coset 1, being formed for each element. Then they are replaced by the
defining relations, and the main working continues as described. A similar
procedure can be used with the first algorithm.

9. Termination of the process. Proofs have been given by Mendelsohn
[5] and Trotter [8] that algorithms approximating respectively to the first
and second algorithms above terminate in any case of a subgroup of finite
index, but I shall not reproduce these here. It must be emphasized that these
proofs cannot give a bound for the number of cosets which it may be neces­
sary to define, even in the case of an inconsistent set of relations leading to
the trivial group, as it is known that there is no algorithm for deciding wheth­
er a given finitely presented group is trivial or finite or infinite [6]. If a
bound could be obtained, as a function of the order and the defining rela­
tions, for the number of cosets which have to be defined for any group
which is finite, this would provide such an algorithm. All that can be shown
in this case is that if the index of the subgroup is finite, then the enumeration
process cannot continue indefinitely.

10. A word problem. In addition to the basic purpose of exhibiting the
index of a subgroup in a group, there are a number of uses to which the
result of a coset enumeration can be put. For example, the columns of the
multiplication table give a permutation representation for a group which
will not infrequently be the whole group when this is finite. I shall not
describe here applications such as this which make use only of the resulting
tables. The problem which I discuss in the next two sections is the following.
Suppose that a coset enumeration has shown that a subgroup is of finite

index in a given group, and that a certain word W in the generators of the
group satisfies IW = I, so that it is an element of the subgroup. The prob­
lem is to express this as a word in the generators of the subgroup. The final
mUltiplication table does not enable us to find such an expression, but we
can do so by keeping and using an explicit record of the steps taken in per­
fOrming the enumeration. In its simplest form, the present algorithm is
applicable only when the coset enumeration has not involved the definition
of redundant cosets and their subsequent elimination by coincidences. An
~xample of this is worked in detail in § 11. A modification of this algorithm
IS proposed which allows an extension to cases where coincidences are met
~nthe course of the enumeration. An example of this is worked in detail
In § 12.
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Another problem which can be solved by this algorithm is that of express­
ing an arbitrary element of a group as the product of an element of the
subgroup by a coset representative. The subgroup element can be found by
multiplying the chosen element by the inverse of the coset representative
and applying the algorithm to this product. A set of Schreier coset repre­
sentatives can be obtained by using the definitions of the cosets which were
used in the enumeration. Each coset is defined as the product of an earlier
coset by a generator, and by repeated application of this we obtain a defini­
tion as a product of coset 1by a word in the generators which is the required
representative. Clearly every leading subword of this word is itself a coset
representative.
11. A worked example. In this example I enumerate the six cosets of the

subgroup {A} in the octahedral group defined by the relations

A4 = (AB)2 = B3 = E.

A systematic record is kept of the order in which the entries in the multipli­
cation table are made and of the relations used in deducing them. First we
insert the entry IA = 1,which defines coset I to be the subgroup {A}. Next
we define 2 = IB and 3 = IB-I. On inserting these entries into the rela­
tion tables, we find that two lines are closed, allowing us to deduce
2A = 3 from (AB)2 = E and 2B = 3 from B3 = E. Next we define
4 = 2A-I and 5 = 3A, and deduce 5A = 4 from A4 = E and 5B = 4 from
(AB)2 = E. Lastly we define 6 = 4B and deduce 6B = 5 from B3 = E and
then 6A = 6 from (AB)2 = E. The enumeration is now complete, and we
have the multiplication and relation tables given below. The small figures
in the relation tables denote the deductions made by the closures of. these
lines, numbered in the order in which they were made, and the same figures
are affixed as subscripts to the entries in the multiplication table.

A A-l B B-1 A A A A A B A B
1 1 1 2 3 1 1 1 1 1 1 1 2 1 3 1
2 31 4 32 1 2 3 534 2 3 5" 4 2 3
3 5 21 1 22 6 6 6 6 6 5 4 6 8 6 5
4 2 53 6 54 B B B5 43 3 4" 65 1 2 2 3 16 66 66 55 4 4 65 5 4

In this example, the cosets have been defined in the sequence of the first
algorithm above, the earliest blank in the multiplication table being filled
at each stage, so, except for retaining the relation tables and annotating the
deduced entries, we have done the work exactly according to the first
algorithm. In this simple example no coincidences are encountered.
We are now in a position to deal with word problems such as the follow­

ing. The word (BA-1B)-IA(BA-1B) is an element of the subgroup {A},
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as we see by writing it in full with the coset numbers beneath, beginning with
coset 1, like a line of a relation table, thus:

B-1 A B-1 A B A-I B
1 3 5 5 6 8 6 5 5 3 l'

and noticing that it ends with coset 1. The small figures 5 and 6 indicate that
the relations 5B-l = 6 and 6A = 6 were obtained by deduction, the
others, IB-l = 3, etc., having been made by definition. We deal first with the
later numbered deduction 6A = 6, which was deduced from (AB)2= E.
We replace this A by B-IA-IB-l, cancel an adjacent pair B-IB, and obtain

B-1 A B-1 B-1 A-I A-I B
1 3 556 4 3 5 3 I'

Again we have two entries made by deduction and we deal first with the
later numbered deduction, namely 5B-l = 6, which was deduced from
B3= E. We replace this B-1 by B2, cancel an adjacent pair BB-l, and
obtain

B-1 A B A-I A-I B
1 3 544 35 3 i :

Continuing in this way, always replacing the letter corresponding to the
latest numbered deduction with the remainder of the relation from which
it was deduced, and cancelling any adjacent mutually inverse letters, we
obtain successively

B-1 B-1 A-I A-I A-I B
1 3 2 2 4 3 5 3 l'

B-1 B-1 A B
132213 l'

B A B
2 1 3 1'

A-I
1 1.

The work is now complete, as all the deduced entries have been replaced,
and we have shown that (BA-IB)-IA(BA-IB) = A-I, The procedure
adopted has been that at each stage the replacement made is that which
corresponds to the latest deduced entry in the multiplication table. If this
entry occurs several times in the word, the replacement is made at all occur­
rences, After a finite number of stages (which cannot exceed the number of
deduced entries in the multiplication table), all deduced entries have been
eliminated, and we have a word containing only entries made by definition,
these entries being just those made in defining the subgroup. So although
this word is still in the generators of the original group, its expression in
terms of the generators of the subgroup is immediate.
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I have programmed this algorithm for use with a hand-calculated coset
enumeration, and have made substantial use of it [3]. However, it is capable
of improvement in the following two ways.

First, any two or more deductions which could have been made inde­
pendently in any order, such as 2A = 3 and 2B = 3 in this example, can be
given the same number and dealt with at the same stage, since the result of
substituting for anyone of them cannot be to leave a substitution for
another of them to be done. (This was done implicitly above when giving
the same number to both of a pair of inverse entries, such as 2A = 3 and
3A-l = 2 above.) This reduces the total number of stages to be carried out.
The second modification may be convenient if several words are to be

dealt with from the same enumeration. As the enumeration is being done,
we form a list of substitution words corresponding to the deduced entries
in the multiplication table, each embodying the results of previous substitu­
tion words, and we use these instead of making substitutions of the remain­
der of the relations as above. This avoids making the same, possibly long,
sequence of substitutions several times over, as may happen if several words
are to be dealt with. In the example above, we would have the following
substitution words. As no further substitutions are done on these words,
the coset numbers do not have to be recorded.

A B-IA-IB-l
2 1 3 =
B B-2

2 2 3 ee

A A-I A-I A-I A-IBABA-l
5 34= 5 312 4 =
B A-I B-1 A-I A-IB2A-l

5 44= 5 322 4 =
B B-1 B-1

6 55= 6 445
A B-1 A-I B-1 B-IAB-IA-IBA-IB

6 66= 6 435 56=

With such a list available, we need only one stage of substitution for
each word being dealt with, simplifying this part of the work, which has to
be done for each word, at the expense of complicating the preliminary work
which has to be done once only. Thus with the example above we obtain
B-1 A B-1 A B A-I B
13556665531

= B-l.A.A-IB2A-IB.B-IAB-IA-IBA-IB.B-IAB-2A.A-I.B
= A-I.

I have used the first modification above with my original programme, as
its use with a hand-calculated coset enumeration involves only preparing
the data, recording the hand work, slightly differently. The second modifi-
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cation would involve substantial fresh programming which I have not yet
done. 1 hope to do so and to incorporate the extension to enumerations
involving coincidences proposed in the next section. It could then be used
with a computer coset enumeration programme, as there would then be no
special need to avoid coincidences.
12. An example with coincidences. I have not found an example of a

coset enumeration which involves coincidences unavoidably, which reduces
to more than one coset, and which is sufficiently simple to allow full exhi­
bition of the working in a reasonable compass. The example I give is bor­
rowed from Mendelsohn [5], and is to enumerate the five cosets of {X} in
the group defined by the relations

X" = X2AXA -2 = E.
Mendelsohn thought originally that coincidences were unavoidable in this
example, but subsequently found that this was wrong. It would be difficult,
however, to devise a computer procedure to find the sequence of definition
which has to be adopted to avoid coincidences in cases such as this (in this
example we must avoid defining lA; the definitions 2 = IA -1, 3 = 2X,
4 = 3X and 5 = 4X are suitable). I give the working as it would be done by
the first algorithm (§ 5), dealing with coincidences as in § 7. In addition to
the substitution words, obtained as in § 11, we obtain coincidence words,
which are used rather similarly in the working.
The first part of the working, up to the discovery of the first coincidence,

follows exactly the lines of the example of § 11, and need not be given in
detail. Defining new cosets so as always to fill the earliest blank in the mul­
tiplication table, we define IX = 1,2 = lA,3 = IA -1,4 = 2X, 5 = 2X-l,
6 = 3X,7 = 3X-l, 8 = 3A -1, and deduce 2A = 4, 8X = 7 and 6X = 8.
At this stage we have the tables and substitution words given below, omit­
ting incomplete lines of relation tables.

X X-I A A-I
1 123
4 5 41 1
671 8

2 21

X X X
1
7

X
1
3

1
2
3
4
5
6
7
8

1
3

1
6 3 8

X X A2
1
8 2 7
3 6

1
3
8

2
1
*

4 1 2
1 3
2 1

1
8
33

A = A-IX2AX
2 1 4
X A2X-IA-IX-l

8 2 7
X = X-I X-l X-I = X-IAXA-2

63863728
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We now find that the space in the relation table marked by an asterisk
can be filled from either 8A = 3 or 2X-l = 5, so we have a coincidence
between cosets 5 and 3. We record this, and deduce from it a coincidence
word in the same way as a substitution word, finding

E X A-I A-I X X A
5 4 3 = 5 2 1 3 638 3

= X.A-1.A -l.X.x-lAXA -2.A
= XA-lXA-l.

(This proves that the given relations imply (XA-l)2 = E.) Next we deal
with the coincidence as in § 7. In line 5 of the multiplication table we find
the entry 5X = 2, so we delete the entry 2X-l = 5 from line 2. Then we ex­
amine 3X and find 3X = 6, so we have a coincidence between cosets 2 and 6.
We record this, and construct the coincidence word

E X-l E X A-IXA-IX.
2 5 6 = 2 543 6 =

This completes the working for line 5, as it has no other entry, so we delete
line 5 and deal next with the coincidence between cosets 2 and 6.

In line 6 we find first the entry 6X = 8, so we delete the entry 8X-l = 6
from line 8. Then we examine 2X and find 2X = 4, so we have a coinci­
dence between cosets 8 and 4, from which we construct the coincidence
word

E X-l E X
864=836524

= A2X-lA-IX.X-lAX-IA.X
= A2X-2AX.

Continuing along line 6, we find the entry 6X-l = 3, so we delete the entry
3X = 6 from line 3. Then we examine 2X-l and find this to be undefined
(the entry 2X-l = 5 was deleted when we dealt with line 5), so we insert
the entries 2X-I = 3 and 3X = 2, and construct the substitution word

X X E = AX-IA.
3 72= 3 652

This completes the working for line 6, so we delete it and deal next with the
coincidence between cosets 4 and 8.

In line 8 we find first the entry 8X = 7, so we delete the entry 7X-I = 8
from line 7. Then we examine 4X and find this to be undefined, so we insert
the entries 4X = 7 and 7X-I = 4, and obtain the substitution word

X E X
4 8 7 = 4 8 8 2 7

= X-lA-lX2A-2.A2X-1A-IX-l
= X-IA-IXA-IX-l.
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Continuing along line 8, the entry 8X-l having been deleted, we find
8A = 3, so we delete 3A-l = 8 from line 3. Then we examine 4A and find
this to be undefined, so we put 4A = 3 and 3A-l = 4, and construct the
substitution word

A E A
4 9 3 = 4 6 8 3

= X-IA-lX2A-2.A
= X-IA-IX2A-l.

This completes the working for line 8, so we delete it. There are no further
coincidences to be dealt with, so we return to normal working.
At this stage we have the following multiplication table.

X X-I A A-I
1 1 1 2 3
2 4 37 41 1
3 27 7 1 49
4 78 2 39 21
7 3 48

The list of unworked table entries contains the entries 3X = 2, 4X = 7 and
4A = 3. (It would be possible at this stage to renumber coset 7 as coset 5
and to delete the superseded entries from the list of substitution words,
including all the coincidence words, renumbering those remaining. To
avoid confusion, I have not done this here.) In the course of normal work­
ing, we construct the line

X
2 4

X A X A-I A-I,
7107 3 4 2

which gives 7A = 7, from which we obtain the substitution word
A X-I X-I A A X-l

7 107 = 7 8 4 2 149 3 7
= XAX-IAX.X-l.A-IX2AX.X-IA-IX2A-I.x-1
= XAX3A-IX-l.

The multiplication table is now complete, and completion of the ordinary
working shows that the relation tables can all be filled consistently without
further coincidences. We also have a complete set of substitution words for
the deduced entries in the multiplication table, so we can now put into
effect the modified algorithm of § 11 for expressing elements of the sub­
grOUPas words in its generators. For example

= A.A-IX2AX.X-IA-IX2A-1.A
1
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This example illustrates that the algorithm does not necessarily obtain the
shortest word in the subgroup generators, and it may be possible to simplify
it by use of the relations for the subgroup. In this example we have X4 = E,
so we have proved the relation A4 = E for this group.

In this algorithm, coincidence words are obtained in three ways. When a
coincidence is met in normal working, the relation from which it was de­
duced gives the coincidence word, as with cosets 5 and 3 above. When a
coincidence is deduced from another, as when we found above that both
5X and 3X were defined, we construct the coincidence word

E X-l E X
26= 2 5 3 6

by adjoining 5X and 3X to the previous coincidence word. The third way
did not occur in the example. Suppose we deduce a coincidence between
cosets b and a, with bs-a, obtaining the corresponding coincidence word,
and find when placing this coincidence in the list of coincidences to be dealt
with that the list contains a coincidence between cosets band c, with b >- c,
whose coincidence word is available already. We replace our coincidence
between b and a by one between c and a in our search for the place in the list,
and construct the coincidence word

E E E
c a=c b a·

This operation may be repeated as the search continues.
Substitution words are obtained from entries in normal working as pre­

viously. They are obtained from entries transferred by coincidences as the
product of the former substitution word and the coincidence word, as was
done above when we obtained the substitution word

A programme to implement this algorithm would need substantially
more storage space than a programme to implement only the coset enumer­
ation, because of the need to store the substitution words. These could be
packed with several letters to each computer word, but there would be
complications as the length of these substitution words seems to be practi­
cally unlimited. Some economy can be effected by deleting the words cor­
responding to superseded entries and coincidences. The coincidence words
could be listed separately, as it is known that they will all be superseded.

Such a programme could be used for proving relations in groups, either
by discovering them (as with (XA-l)2 = E above) or by proving suspected
relations (such as A4. = E above). In either case a formal proof could be
printed out from the substitutions made in the course of the working. It
would be of interest to apply such a programme to a problem such as the
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following. The relations

AS = B7 = (AB)2 = (A-1B)3 = E

imply (A2B4.)6= E, but the only known proof is of surprising length.
A proof could be obtained from the enumeration of 448 cosets of the
octahedral subgroup {A2, A-IB}, which is believed to involve coincidences
unavoidably (cf. § 6), and this could be compared with the published
proof [4].

13. Acknowledgement. The early part of this account reproduces almost
exactly the corresponding part of my former paper [2]. I am indebted to the
Council of the Cambridge Philosophical Society for permission to repro­
duce this.
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Some examples using coset enumeration

C.M. CAMPBELL

Introduction. A modification of the Todd-Coxeter coset enumeration
process [1] has been described by Campbell [2],Moser [3], and Benson and
Mendelsohn [4]. In this note we give some examples that illustrate the way
in which this modification is used.

Let G be an abstract group with a finite number of generators and rela­
tions, and let Hbe a subgroup of G. Assume further that the index [G : H]
of H in G is finite. Let E denote the identity and let (-) denote the inverse
of an element.

THEOREM. If from the relationR = E, where E is the identity and

R :::::a1 ... a, ... as ... ap, 1E r E s E p,

we wjn tm new i:nfUrmdion
oc.a,or+1 ••• as = p,

where each a, is agenerator gj orits Uwerse and a,Pam integers denoting
cosets, then

where
«.a«, •• a, = WJI,

w = Wr-1 Wr-2 ••• W1Wp ••• Ws+!

js a word jn the subgroup and a, {J are mw thought of as roset ~
Proof. Express the relation R = E in the form

a, ... a, = ar-la,.-2 ... aza, ... aH1'
Then

«.a, ••• a, = OC·a,.-1a,.-2 ••• a1iip ••• asH'

From previous information in the tables we find a..ar-l expressed in the
form Wr-1• Y (aand y are now thought of as coset representatives and Wr-1

is a word in the subgroup H):
«.a«, .. a, = Wr-1)l.ar-2 ••• ihap ••• aSH'

Now, again from the tables, y·iir-2 = Wr-2• b.
Therefore

«.a, ... a, = Wr-1 Wr-2b.ar-3 ••• alaI' ••• asH'
37
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Repeating the process,
«a, . .. a, = Wr-1 Wr--2 • •• WI Wp . .. Wsfl-.iis+1.

Finally, from the tables,

Therefore

and hence
«.a, ... as = W.~.

The Todd-Coxeter process leads to an enumeration table and from the
modification and our theorem (withp = 1) we obtain a table carrying addi­
tional information (see Example 1).
Examples. In [2] an algorithmic proof is given to show that the two

relations
RS2 = S3R, SR2 = R3S

imply that R ==: S = E,where Eis the identity. This has been generalized by
Benson and Mendelsohn [4] who show that the two relations

ss-» :::SnR, SRn-1 ::: ~S

again imply that R = S = E.
We consider two examples that arise from the previous two.
EXAMPLE 1. Let G :::::{R, S, T, U} be subject to the relations RS = S2T,

ST = T2U, TU = U2R, UR = R2S. Then G is cyclic of order 5.
Proof. RS = S2T (1)

ST = TZU (2)
TU = U2R (3)
UR = R2S

srzu = RS
STU=R

where, as before, (-) denotes the inverse
SU = RST
S3T = E

SRS = E
U2 = R
ST = R_2U
S = R3
U::: R_2
T=R

R5 = E

(4)
(5) from (l), (2)
(6) from (3), (4), (5)

(7) from (3), (6)
(8) from (1), (2), (6)
(9) from (1), (8)

(10) from (4), (9)
(11) from (6), (10)
(12) from (7), (11)
(13) from (4), (12)
(14) from (1 1), (12), (13)
(15) from (10)



Some examples using coset enumeration 39

This algebraic proof follows algorithmically from the modified Todd­
Coxeter process with the following enumeration and information tables.
New information is found from the underlined positions in the tables in the
order numbered.

R S T S S S T [J T T T U R V V U R S R R

I 2(2)3 2 2 4 1 1 4(1)2 1 1 1
2 (7) 3 3 (3) 5(5)2 2 5

(6) 5' 3
4 4 4 4 4 4(8)1 1 2 4
55 5 5 2 4 1(4)5 5 1 1 5

Coset Representative R S T U

1= {R} I=E I.R = R.l l.S = E.2 I.U = E.4
2 = l.S 2=S 2.S = E.3 2.T= E.5 2.u = R,5
3 = 2.s 3 = 82 3.T =R.2
4 = l.u 4= U 4.R = R!.2 4.U = R.l
5 = 2.T 5 =ST 5.u = al

From the positions numbered 3, 6, 7 we have, using our theorem, the
additional information

5.TU = R.2,
3.ST = E.1,
2.RS = E.1.

In the above tables 4. U =R.l and 5. U = R. 1, which implies that 4 and 5
are the same coset, and in terms of coset representatives 5 = R2.4. Replac­
ing 5 by R2.4 in the information tables gives

R S T U

I.R = R.l I.S = E.2 l.u = E.4
2.S = EJ 2.T = R2,4 2.u = R3.4

3.T =R.2
4.R = R2.2 4.U =R.l

From these tables 1. U = EA and 2. U = R3,4, and it now follows that
1 and 2 are the same coset. Repeating the process as before leads finally to
complete collapse.
CPA 4
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The new information 4.R = 2 and 3.T = 2 reduce to equations (1) and
(4) but from the new information 5.TU = 2 equation (5) is obtained. In the
first of the two calculations below we work with the coset representative as
an integer and in the second we think of the coset representatives as a word
in the group.
sro = 5.TsT ST.TU = ST.TST from (2)

= E2.ST
= EE3.T
= EER.2

S.TU = R.2

= ES.ST

= EES2.T
= EER.S

= R.S from (1)

This is equation (5). In a similar manner we obtain equations (6)-(10).
Equation (11) comes from the first coincidence when cosets 4 and 5 are
identified.

5 = R1.D from 5.u = R.1
= RR4.UU
= R2.4,

from 4.U = R.l

or, in terms of coset representatives,
ST = RE.V

= RRUUU
= R2U,

from (6)
from (10)

and this is equation (11). From the other coincidences we obtain equations
(12)-(14).

ExAMPLE 2. The relations SR2 = RSRS and RS2 = SRSR imply that
R=S=E.
Proof. The proof is again obtained algorithmically as in Example 1.

SR2 = RSRS (1)
RS2 = SRSR (2)
SR3 = R2S2

S2RSR = RSR2S
S3 = RS2R2

SR2SRS = RS2R
S2R2S = S2R2

(3) from (1), (2)
(4) from (1), (2)
(5) from (1), (3)
(6) from (1), (3)
(7) from (2), (3), (5), (6)

whence S = E and R = E.

The following question now arises. Given SRn = Rn-1SRS and Rsn =
= sn-1RSR, do these relations imply R = S = E? (True for n = 1, 2.)
One furtber example is tbe following:show that tbe groop geremted by five
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generators a, b, c, d, e subject only to the relations ab = c,be = d, cd = e,
de = a, ea= b, is cyclic of order 11. This problem was discussed in the
AmerWanMathematWal Monthly [5].
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Defining relations for sziJgroups of firiJ:e index
of groups with a finite pmsentation

N. s. MENDELSOHN

TIDS note solves the followingproblem.Let G be a group with a finite pres­
entation. Let H be a subgroup of G which is generated by a finite set of
words in the generatorsof G and which is known to be of finite index. Find
a set of defining relations for H.
To solve this problem we need the following lemma.
LEMMA. Let G be a group with presentation

G = {XI. XZ, ... x,: R1(Xl, ... x,) = ... = Ru(Xl,. .. x,) = I}.
Suppose also that G is generated by ti, 12, ••• , fm and that each t is expressed
as a word in the x's and that each x is expressedas a word in the t's. Then a set
of defining relations expressed entirely in terms of the t's can be found.

Proof. Let Xi = Wltl, 12, ... , 1m) i :::::1, 2, ... , r and let tj = wj(Xl,
X2, • , ., xr) j = 1,2, ... ) m. We abbreviate these as Xi :::::Wi(l) and tj =
= wj(x). We now carry out Tietze transformations as follows. To the pres­
entation G = {Xi : R; = I} adjoin the generators tj and the relations
tA w (X)}-l = 1, obtaining

G = {Xi, tj : Rn(Xl, ... , X,) = tj{WiXl'. , , , X,)}-l = 1 }.

Now replace each Xj by W;(t) and delete the generators Xi. We then obtain
the required presentation with generating relations

Rn( Wl(t), W2(t), • , ., Wr(t» = tj{wj( W1(t), , , ., Wr(t»}-l = 1.

We note, in passing, that it is not generally true that the "inherited" rela­
tions Rn( WI(t), W2(t), ... , Wr(t» = 1 are an adequate set of defining rela­
tions. We give later an example where the "extra" relations tAwi WI(t), ... ,
W,(t))}-l = 1 cannot be deleted.
We now return to the solution of the main problem. Since the subgroup

His defined by a finite set of words and is of finite index, the Todd-Coxeter
coset enumeration process must close (see Mendelsohn [3]). Also by Men­
delsohn [3], a set of Schreier-Reidemeister generators for H can be obtained
and a rule for determining in which coset of Ha word in G lies. With this
information we can write down a set of defining relations for H (as given,
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for example, in [2] pp. 86-95). Also by Benson and Mendelsohn [1] the
Schreier-Reidemeister generators can be expressed as words in the originally
given generators of H.We now start a second coset enumeration using the
Schreier-Reidemeister generators as the defining generators for H. This
enables us to write the originally given generators of H as words in the
Schreier-Reidemeister generators. Now, by the use of the lemma, we are
in a position to write defining relations for H in terms of its originally given
generators.

Remark. It appears that we have given an extremely roundabout proce­
dure for obtaining defining relations for H in terms of its given generators.
Why introduce the Schreier-Reidemeister generators at all?

The following appears to be a plausible direct procedure. Every relation
in G can be written as a product of conjugates of the given relations R, = 1.
Hence, the group H inherits as relators the conjugates of R, when expressed
as words in the generators of H.

It would appear that it is sufficient to take as conjugating elements one
from each coset of H. Hence H inherits the relators IJT! Ria, where Rj

ranges over the defining relators of G, aj ranges over a set of coset repre­
sentatives and aT! Rj(Jjis expressed as a word in H.
The following counter example shows that these inherited relators are

not necessarily a set of defining relators for H. The group was studied by
Baumslag and Solitar.

Let G = {A, X: X-IA2X = A3}. Let H be the subgroup generated by X
and A8. By Benson-Mendelsohn [1], H = G and in fact

A = A8X-IA -8XA8X-2A -8X-IA8XA -8XA8X-IA -8XA8X.

Calling the right side of this equation Wit is seen that in terms of Xand A8,
the group G inherits the relation X -2 fV2X = W3• Also, since G has only
one coset and one defining relation no more than one relation can be obtained
from coset enumeration. However, G. Higman has shown that in terms
of X and AS the group G requires two defining relations. Hence the extra
relation (in this case A8 W -8 = 1) cannot be deleted.
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Nielsen transformations

M. J. DUNWOODY

LET G be a group with n generators. Let .E be the set of ordered sets of n
geremtors of G.
If n is a permutation of the set { 1, 2, ... , n} then a, will denote the per­

mutation of .E such that

(gl, .... gn)lXn= (gIn> g2", .... gnn).

If i,j E {l, 2, ... , n}, i =1=j, then ILi, ai:j will denote the permutations of 1:
such that

(gl> ' ,., gn)OC-i= (gl, g2,. ,., gi_l' sr', gi+l, , gn),
(gl,. . . gn)OCj:j=(gb., gj-h gigj>gj+l, ,gn).

Let A be the group of permutations of 1:generated by all the above.
It is sometimes useful in group theory to know the transitivity classes of

.E under A. Let F be the free group on generators Xl. X2, . . ., Xn• If
(gl. g2, .... gn), (hI, hs; ... , h,) belong to .E and R, S are the kernels of the
respective homomorphisms e, 4> of ,F onto G such that xl) ;;:gi, Xjc/> = hi>
i= 1, . . . . n, then there is an automorphism y of F such that Ry = S if
(gh g2, ... , gn), (hI, h2, ... , h,) belong to the same transitivity class of .E

under A. When such an automorphism of F exists there is for instance an
~ itxloced between F/[R, RJ ad F/[S, S]; ibese groups reed trt
be isomorphic if (gl, g2, ... , gn), (hI, h2' ... , h,) belong to different tran­
sitivity classes under A.
The problem I consider is the following:
If G has n- 1generators, then in every transitivity class of .E under A is

there a set of generators one of which is the unit element?
The answer to this questionis yes if G is finite and soluble;in fid: ore has

tbe following :
THEOREM. IfG is a finite soluble group with n- 1 generators, then A is

transitive on 1:.
Proof The proof is by induction on the length c of a chief series of G. If

c = 0, the theorem is trivial. Assume then that c>O, and that the result is
true for c- 1.

Suppose now that

E = Mo < Ml < M2 < ... < Me = G
45
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is a chief series for G. Let hs, ... , hn_ 1be a set of a- 1 generators for G.
Let (gI, .... gn) E 1:, by the induction hypothesis on G/M 1 there exists
aEA such that

(gl, ... , gn)rx.= (m, m1hb m2h2, ... , mn_Ihn_l)

where m, ml, m2, •.. ,mn-IE MI. If m= e, then mIhI,m2h2, ••• , mn-1hn-1
generate G and by using a product of the <Xi:1'8 and their inverses we obtain
a set of generators in which the first element belongs to M1 and is not e.
Therefore it can be assumed that m =1= e.

Now, since Ml is abelian, if

g = W(hl' hs, .... hn_1) EG
then

g-lmg = w(h1, ••• , hn_l)-Imw(hb ••• , hn_ 1)

= w(mIhl' , •• , mn_ Ihn_1)-lmw(m1hl, ••• , mn_lhn_ I).

It follows that there is an element a' in A such that

(gh .. . , gn)'X' = (mg, mlhI, ... , mll_1hn_ 1)'

Now usmg rx.l:i+1 or its inverse the (H l)th term can be changed to ~mihi
or m=rmh; However, since M1 is minimal normal, each m, is a product of
conjugatesof m or its inverse. Hence by repeating the above process enough
times it can be seen that there exists a" in A such that

(gh ... , gn}x" = (m, hI. h2' ... , hll_I).

However hI, ••• , hn-I generate G and so by using a product of the (Xi:l'S
and their inverses we see that (gh' .. , g,) belongs to the same transitivity
class under A as (e, h},h2, ••• , hn), which proves the theorem.
To find a counter-example for the non-soluble case a computer might be

employed. If G is the alternating group on five symbols and 1: is the set of
sets of three elements which generate G, then 1: has 120X 1668 elements
[1]. These are partitioned into 1668 transitivity classes under the action of
automorphisms of G, and A can be regarded as acting on these classes
rather than on the elements of 1:. If A is not 19-ply transitive on these
classes, then the direct product of 19 copies of G, which can be generated
by two elements, would have a set of three elements which generate it but
which could not be reduced to two elements by Nielsen transformations.
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Calculation with the elements of a finite group
given by generators and defining relations

H. JURGENSEN

1.Preliminary remarks. The system of group theoretical programmes
working at Kiel [4] consists of programmes which are independent of, and
ctrers which depend on, fbe specialway in which the elerrents of the group
to be calcu1atedare represented.The latter are, roughly speaking coocerred
with reading the input data and printing, multiplication of, and inverting
elements.
I shall give an outline of some difficulties which arise with multiplication

and inverting programmes, when the elements are represented by words of
abstrnct gererators, aod of sorre ways to overrome oc avoid them.
In 1961 Neubuser [3] described a programme by which these problems

were, to a certain extent, solve8 for finite p-groups. In 1962 and 1963
Lindenberg published ideas [1] and a detailed description of a programme
[2] for solving them for finite soluble groups.
Thus in a certain sense no theoreticaldifficultieswere left; but, as experi­

ence proved, the practical problem of "minimizing" the time needed for
computing tbe pnxluct of two elerrents, when just the recessary input data
woold be given, was not yet solved sufficiently.Heoce scrne ft.n1rerrefire­
ments had to be introduced.
2. Input data. Let G be a finite group and e the identity element of

G. An AG-system of G is a system of n generators 0" an-1, ••• , a1 of G
and of n(n+ 1)/2 words gij (i = 1(I)j; j = 1(I)n), for which the following
conditions hold:

gijEUi_ 1 =gp(e, al, a2, ... , aj_l) ~ G; 1 """i """j """ n
aji = gjj; 1.,;;;,j .,;;;,n
[a;, aJ = gij; 1 .,;;;,i <: j .,;;;,n
'Pi > 1 integer; aj ~Uj_l; I ..=; t < '!pj; l.,;;;,j.,;;;, n

CRt)
(R2)
(R3)
(R4)

For a group G there exists an AG-system defining G, if and only if G is a
finite soluble group.
Proof. Let an AGsystem <kfiningG be given Accmting to (R3) ad (RI)

OJ (1 ";;;'j""" n) is an element of the normalizer NUi_1 of ~-l> i.e. ~-I <1 ~.
47



48 H.dirgensen

Because of (Rl), (R2), and (R4) U)~_l is a finite cyclic group of order
greater than 1; hence G is a finite soluble group.
Now let G be a finite solublegroup.If G is cyclic,it will be definedby the

generator al with gll = e and "PI = IGI. If G is not cyclic, there exists a
finite chain of subgroups Ue;Us. ... , U; of G with: Uo = gp(e); U; = G;
Uj_1 <J ~; Ujl Uj_1 is cyclic and finite of order Uj "~-l > 1 (1 .•••j """11).For
j = l(l)n aj is selected in such a way that gp( ~-l> aj) = ~; "Pj will be
defined as U, : ~-1 ((R4) holds). Then the words gij can be found such
that (Rl), (R2), and (R3) hold. For the proof that G is defined by an AG­
system chosen like this we define:
A word d'Pm aSPm-1 ••• d"1 f G (1 """VI ~ n; Bp, integer; i = l(l)n), for

"m Vm'-l "1

which the following conditions hold, is called a normed word:
v, < VHI;

0",;; Bpi;

Bpi < "P",;

(N!)
(N2)

(N3)

If only (Nl) and (N2) hold, the word is called seminormed.
As aj~ ~-1 and aj ENUj_1 (1 ~j,,;;; 11),U, can be decomposed into cosets :

U, ;:::;Uj_1+ajUj_1 +aJUj_1 + ... +aJJ-IUj_1

Hence for every word in G there exists a normed word, which is equivalent
n

to it. Since IGI = fI'ljJj, the set of words of G can be represented uniquely
j=l

by the set G* of normed words in G, and G is definedby the AG-system.
As a secondaryresult of this proof we have : Let an AG-systemdefiningG

be given; the words gjj can be written as normed ones.
3. Multiplication algorithm. In the following text the symbol Uf will

denote the set of normed words in Uj• According to the proof from above,
(Rl) may and for practical purposes will now be replaced by the stronger
condition: s-» .s-» a(i,j)

g"-a,-I aJ-2 ... ql EUr- eG' l~i~J'~n (Rl')IJ - j-I j-2 - ,-I - ,
As far as finite groups defined by AG-systems are concerned, the word
problem is no obstacle.
There exists a well-definedfinite algorithmby which the product lr E (Ji' is

obtained for any two words b, e EG, where b is seminormed, c is normed,
and G is a finite group defined by an AG-system.
Proof. Use induction on t with b, c EU;The algorithm itself will be de­

fined by the proof.
(1) t = 1 : b, c E U1have the forms b = ~1 (seminormed), c = a~ (nor­

med). The normed product be EUi is defined by
be ;:::;a'I+"I-'I'1 entier «'1+61)/'1'1)-1
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The proposition holds.
(2) Let the proposition be proved for 1.,;; t< k-« n:

(3) t = k: b, C EU, = Uk have the forms
b = aic' a~t.~11·.. a11 (seminormed)

c = az. aZ"::il ••• a~l (normed).

lr EU: is obtainedby norming thewords WI, W2, ... , Wk of the sequence
a11c = a;:rwo = WI, a~'Wl = W2, ••• , ak"wk_1 = Wk = be.

To obtain ajiwi_1 Eut (1 ,.;;;i,.;;; k) ci times products of the form

with
a'7ka'flk-l• •• a'll E u·k k-l r k

have to be normed.
(3.1) i = k: We define

For 'YJk + 1 = '!jJk the proposition follows from assumption (2).
(3.2) i«k :Proof by induction on 'Y/k'

(3.2.1) 'Y/k= 0: The proposition follows from assumption (2).

(3.2.2) Suppose the proposition has been proved for 0 ~ 'Y/k<A<'!jJk'

(3.2.3) 'YJk = }.: The word to be normed has the form

a a~a'7k-l a'11i k k-l • •• 1.'

which is equivalent to

According to assumption (3.2.2) the proposition holds for

S - g a.!-la'lk-l a'll- ik k k-l··· l'

which will be normed to a word

where Ck= A- 1, since S EU't_la~-lU't_l= a~-IU't-l'
According to assumption (3.2.2) it holds for

and hence the proposition is proved.
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4. Multiplication programme. A machine programme which strictly
follows this algorithm will be rather slow; the reasons are that it is recur­
sive, and that the input data, i.e. the words gij and the integers "Pj and n,
which are constants throughout all calculationswith the elements of a given
group, have to be looked up for every multiplication again and again.

We could naturally save some computing machine time if a special mul­
tiplication programme was written for every AG-system. For a trained pro­
grammer this might take less time than doing all the group calculation by
hand.
As had been realized for groups whose orders are powers of 2 by Neubu­

ser, and with a different sort of defining systems for finite soluble groups by
Lindenberg, a compromise would be to write a programming programme
C, which will generate the multiplication programme M needed according
to the special AG-system given.
I shall give a rough sketch of C in terms of M. C has been runningat Kiel

since 1965.
M is generated in two steps. First a multiplication programme M* and an

inverting programme INV are generated, for which just the input data, i.e.
the AG-system given, are used. Then M itself is generated as an improved
version of M* in such a way that parts of M* are replaced by new ones
according to further relations which will be computed by M*.
M and M* both consist of a main programme H, the structure of which

is the same in M and M*, and a set of subroutines P<i,j, k).
4.1. 'lhe progranune H (see flow chart). The normed elements ct,ra~'::l

••• a~1E G* are uniquely represented by the integers

n ( i-I )III +i~2 Ci·n2l+entier (log,('I';-l»

With 27 binary digits per machine word of the electronic computer used by
us (Electrologica Xl) the group elements can normally be stored in one
word each, when this representation is used."

In the beginning of Hthe exponents Cj of b and OJof c (i = 1(1)n) are
isolated and stored to separate machine words.

tThe number of binary digits needed for the elements of a group G is

n + f: entier (logilf'l- 1)) < n+ f entier (log, 'PI) ~ n + entier (log, IT If'1)
;=1 1=1 1-1

= n+entier (log, IGI).
The representation which will need the fewest binary digits is

61+.f (6;.:fl 'Pi);
1=2 J=l

for a binary machine; however, isolating the Cj will generally take more time, because
divisions instead of shifting operations will be needed for the elements stored like this.
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Then for i= 1(1)n the element Wi = aia~na~~i ... a~l is normed 8; times in
such a way that the machine words, where the exponents b; are stored, will
afterwards contain the exponents of the result.
For i = l(l)k and k = 1( l)n we define the natural number fJ(i,k) by:

gi, li(i,k)tt == e i f O(i, k) -< t+O(i, k) EO k

gi, 9(i, k) =!= e or i ::;: e(i, k).

(1)

(2)

Since from gij = e (i=I) follows aia~J= aJJai' norming Wi is equivalent to
norming w! - a·a61)(1. n)a61J(1.n} -1 ad, and leaving i b iI - I 9(1.n) 9(1.n}-l • •• 1 Um n-l>"" UIJ(_i 11)+1
unchanged.

What H actually does for norming Wi is to call the subroutine
P<i, O(i,n), tpO(i. n)'

Since gu = e in any AG-system, the generator a1 is treated in a special
way throughout M* and M: It is not necessary to reduce (J1 modulo 1j!1
whenever (Jl ;;..1p1; but this is done once at the end of Honly. Furthermore
if al is an element of the centre of G, i.e. e(1, n) = 1, calling
P(l, 6(1, n), 1j!9(1. n)) £1 times is replaced by adding £1 to (J1.

Before His returned from, the exponents 0i will be "compressed" and
stored to one machine word again as representation of the normed product
be.
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GO TO:

H.Jirgensen

b=='=>(",l
c =¢'(8,1

"+~I-"",en'iert~)~~

(3,1~bc

"iti,il *' 0

8'(I,j':"'O=,.iF==;&:;i:='.j:=-~!)-=~'-..,.""""",,:::::l6==::;r-:-::::-::-.,
i.=1
"in,J)+ 0

"in,\\
tlmee

~1l,j-!)~1
~(\,j);:!:O

CALL
P<2,'12, ;-1 ),~.(Z,j_' (

CALL
P""2,9"(2,j-! 1,"St2,j-n>

CALL
P<j-l,9"(J-l,)-1 ),o/~}\)\j_\\>

&"{i,j-1):1

Ojll,jl* 0
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4.2. 'lhe subroutines P(i,j, 1jJj)(1 ~ i<j~n). These subroutines just con­
sist of a "go-to-instruction", which will lead to the subroutine P(i, j, ~j>
for t5p.O and to P(i, O(i, j-I),1jJI)(i,j-l) for OJ ::: 0, according to the
actual value of lij (see flow chart).

4.3. '1he subroutines P(i, j, k) (1 ~i<r •••n; 1~k<1jJj). The element
ap~il-l ... af' will be normed. P(i, j, k) will (in most cases) call further
subroutines according to gjj (see flow charts).

53

4.4. 'lhe subroutines P (j, j, "Pi) (1 ~ j "'"71).The element ajaJiaf!_-l .
at' will be normed. P(j,j, 1jJ) will call further subroutines according to
gjj' if OJ+ 1 ::: 1jJj(see flow chart).?
4.5. 'lhe iTWertingprogranune (see flow chart). When M* is finished an

inverting programme INV will be generated.
The word w = a:"a!~l.. . ~' E G* is invertedby successivelynorming the

following words :

aOaO aOaJQ,/-t,w - W - w-1n n-l • •• 2 1 n-l - n-

t All thosesubroutinesP(i, j, k) willbe generatedfor M*, forwhich
(a) 1<.i=j<$,n and k='PJ' or (b) l~i<j~n and l~k~'PJ and se=»; or
(c) i = j = 1and 8(1,n) :f 1 and k = 'fl'
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(11 !<j~n

(2) j= j

H. Jiirgensen

P<i,i.k> i'I M

'~i<~. t,c""'*i

90,,-11""' 9ft,j-I)'" 1
(*\

:---1-----, r!i~'i_.•_)_'_D+-_-,
9'(I,j-l] =1
r/l,j,kl =0

. CALLL P<2,.9(2·j-'~+W:,)_'i>

CALL
p< 2,9'(2.!-1),~ ,.

: 9(Z,j-11L-----__-. J

"II,j-1)=1

O'l(i·il.O.-- ••••••..I,.=""

CALL
P<2.9(Z,j-l)'VSt2,i_n"

CALL
P<2,.9(2,j-l )'V&U:,i_I}"

Sh,j-II""
l",ll,J,U *0

INV " ••

W"l.",tll_I •..".,)
(~I-~. b,,_,I-n-I •...•'OtI-••)•••.

(." ••n-I•.•.•·t)
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It is important here that the multiplication algorithm is defined for
seminonnedwords as left factors. For computingla;1 (i = l(1)n) M* is used.

4.6. M developedfrom M*. What proved to be most time-consumingis
that with an AG-system given the number of steps to be taken for norming
the word a;a!;aj;__-iI". aft will in general increase rather fast, when ~j is
increased.
As a remedy further normed words h;jk = [a;, an (1 ~ i < j ~ n;

2 .;;;k-« tpj) are introduced, if there exist i and j (1 ~ kj",;;,n) such that
tpj =1=2 and g;j =1=e. For computing these normed words M* is used.

In M* norming a;aJiaJ;__-f... at' for i<j and oj>1 is based on the equa­
tion

. ~J ~;-, 6, _ .... 6rl ~i ' 0,ala] a,-l ... al - aja,g'ja, a1-1 ... a1'

The subroutines P(i, j, k) of M* for t=t and 1 <k<tpj. which norm the
wordsajdjaJ;_-i ... a~l can be replaced by others, which use the equation

when the words hijk have been computed;in this way M is generated.+
[.
When Neubiiser and Lindenberg wrote their programming programmes,

the problem of introducing further relations, which are not part of the input
data, did not occur. The programme of Neubiiser worked only for groups
whose order is a power of 2, and "Pi = 2 for j = l(1)n; hence no words hUk
existed. Lindenberg,on the other hand, uses defining systems as input data,
which contain not only those words which correspond to the words gij in
an AG-system,but also those which correspondto the words hUk and hence
can for soluble groups be deduced from the rest.

5. Some extensions planned.
(a) For C it has been assumed that in an AG-system the words gij are

normed ones. It is easy to prove that there exists a well-defined finite
algorithm, by which the normed equivalents of the words gij in any A G­
system will be obtained, if they are of finite "length". Programming this
will make the preparation of input data less troublesome.

(b) In defining systems conjugates of the generators instead of commu­
tators may be used (K-system).

(c) Although there does not exist an AG-system defining the alternating
group of order 60, for example, there exists a system with products instead

tAll those subroutinesP (i, j, k) willbe generatedforM, forwhich
(a) l<i=j~nand k=1p;or(b) l",;;,i<j~nand k=l,lp,and gj;=!=eor
(c) 1",;;, i<r.,;;, nand 1<k<1pj and hl;k =!=e or (d) i = j = 1 and 0(1, n) *' 1 and
k = 'Pl'
CPA 5



Defining systems:

AG I K P extended P
I

f 0'''''
0(1. s. k)

gp(e, al> •.• , ai-I)aj I gp(e, at> ••• , aj-I) a, ' i = 1(1»)(Rl) glj E gp(e, ai' a2, ... , ai-I) gljE i-«] !f.llkE i <: i; k = 1(1)'I'}-1
j = 1(1)/1

gp(e, ai' ... , aj-I) i = j gp(e, ai' ... , a,-I)
i = j; k = 1

- .--_ -"

(R2) 'Pj
a:j = gjjl j = 1(1)11al = gjj
J

-----
k i = 1(I)j-lII -I

ala, = gl}k(R3) [a, ajl = glj a; ala,= gl, alaj = KI,
k = 1(l)lpj -1 j = 2(1)/1I -

(R4) 'l'j> 1; a; if gp(e, ai' a2, ... , aj-I); T = 1(1)'I'j-l j = 1(1)n

finite soluble groups I soluble and some non-soluble finite groups
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of commutators by which it may be defined.? Such systems (P-systems)
exist as defining ones for every finite soluble group and even for some finite
groups which are not soluble. If ay,j) = 1 (i = l(l)j- 1; j = 2(1)n), i.e. the
group is soluble, there exists a well-defined finite multiplication algorithm.

(d) Some non-soluble finite groups may be calculated, when an "extended
P-system" is given. As far as P-systems are concerned, the extended ones
seem to be the "weakest" with a well-defined finite multiplication algo­
rithm existing.
A new version of the programming programme, which is just being writ­

ten, will allow the input data, i.e. the defining system, to be a mixture of
AG-, K-, po, and extended P-systems, and the words to be not necessarily
normed ones.
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t ar :=; a~= a~= a~ '" e, a1a2 = a2a1> alaa = aaa2, ala4 = a~a3a2al' a2a3 = a3a2a1>

a2a4 = a1a2, a3a4 = a4a~a2al'



On a progtfl1I111N! for th£ determiRJtion of tm
autolmqihism group of a finite group

V. FELSCH and J. NEUBUSER

THE programme A for the determination of the automorphism group A(G)
of a finite group G is part of a system of programmes for the investigation
of finite groups implemented on an Electrologica Xl at the "Rechenzen­
trum der Universitat Kiel". A detailed description [3] of A has been published
in Nzunerische Mathemotik. Therefore here we give only a short summary.
Notations are as in [1].
The programme A makes use of information about the lattice of sub­

groups of the group G, provided by a programme <I>described in [2]. The
programme A works as follows.

1. A system of generators and defining relations of G is determined. It is
used later to decide whether a mapping from G onto G is a homomorphism.
There are three cases:

1.1. If G is soluble, a system of generators ao = 1, ah .. ., a, is chosen
such that the subgroups U, = ( ao, . . . , aj) form a subnormal series.
For i = 1( l)r, let oci be the least positive integer with dji E Uj_1• Then

ail = 1, i = 2(I)r,
and

1E; i <: k E; r,

are defining relations of G.
1.2. If G is nonsoluble, A searches for generators ao = 1, al, .•• , a, of

G with the property: For i = 1(I)r there exist integers (Xj>- 1 such that each
g E U, = < at. .... a, ) is obtained exactly once as g = ~l. • • ai' with
o <0;; €j<OCj forj = l(l)i. Defining relations of the form

i = 2(I)r,
and

afaj = d;k,{3,;,l ... a1:',{3,i,k, 1 E; i <: k E; r, 1 E; {J <: (Xk,

are then determined.
1.3. If G does not possess such generators, then generators and defining

relations must be provided as input by the user of the programme.
S9
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2. The coarsest equivalence relation, N say, on the set of all subgroups
of G, with the following properties is constructed:

(1) Each group of the lower and upper central series and of the commu­
tator series of G forms a complete --class.

(2) tj.; Vimplies: WI = IVI; NG(U)rvNG(V); CG(U)rvCG(V); Uand V
are both or are both not cyclic, abelian, nilpotent, supersoluble, soluble,
perfect, normal in G, subnormal in G, or selfnormalizing ; for each tv -class
st, U and V contain, are contained by, and normalize the same number of
subgroups belonging to ~ respectively.
3. For each element g E G the set H(g) of all hE G with (h)-(g) is deter­

mined. H(g) contains the set I( g) of all images of g under A(G) and can be
shown to be a "good approximation" of I( g).

s
4. Generators bs, ... , b, of G with minimal d = IT IH(bj) I are selected.

j=l
Then a list L of d bits is set up in 1 - 1correspondence to the d different
systems b~,... , b~with b; E H(bJ Systems b~, ... , b; not generating G are
marked in L.

5. Generators CPl, . . ., CPm of the subgroup I( G) ~ A( G) of inner auto­
morphisms are determined from G/Z(G). For each cPE leG) the system
hICP, .... hscp is marked in L.
6. Let A, = leG), Ai ;;..A", the subgroup of A( G) already calculated, and

b~, •.. , b; the first system not marked in L. Using the relations determined
in § 1, it is checked if hr-h; defines an endomorphism of G. If so this is an
automorphism CPi+l 1Ai' Hence Ai+! = (Ai, CfJi+l) is constructed, and all
systems hICP, ... , hscp with cPE Ai+! - Ai are marked in L. Otherwise no
automorphism of G maps, for any cPE Ai, all hj onto bjcp, and hence all sys­
tems h~CfJ,' .. , b;cp with cPE Ai are marked in L. All elements of A(G) are
obtained as soon as the number of unmarked bits in L is less than the order
of the greatest known subgroup Ai ~A(G).
7. The order of and generators for A(G) are printed. A typical running

time for the combined programmes <Pand A is 8.5 minutes for a group of
order 72 with automorphism group of order 3456.

REFERENCES
1. C. BROTTand J. NEUBUSER:A programme for the calculation of characters and repre­

sentations of finite groups. These Proceedings, pp. 101-110.
2. V. FELSCHand J. NEUBUSER:Ein Programm zur Berechnung des Untergruppenver­

bandes einer endlichen Gruppe. Mitt. Rh.-W. Inst. f.Znstr. Math., Bonn 2 (1963),
39-74.

3. V. FELSCHand J. NEUBUSER:Uber ein Programm zur Berechnung der Automorphis­
mengruppe einer endlichen Gruppe. Numer. Math. 11 (1968),277-292.



A computational method for determining
the automorphism group of a finite solvable group

L. GERHARDS and E. ALTMANN

MANY problems in the theory of finite groups (especially of the extension
theory) depend on the knowledge of the structure of the automorphism
group A(G) of a finite group G. In [2] a computer program for determining
A( G) of a finite group G has been given. With a view to the computational
construction of A( G) it seems to be profitable to develop systematically
methods for determining A(G) by "composition" of "allowable automor­
phisms" of special subgroups of G.

The main result of the present paper is a method for constructing the
group A(G) of a finite solvable group G of order iGi = rt:_l ... q'? by compo­
sition of special inner automorphisms of G and allowable automorphisms
Of Pj(i = 1, ... , r), where the Pi are the Sylow subgroups of a complete
Symr hss rf G
The paper consists of three parts. In the first part (A, § 1), using the

investigationsof [1], ch. II, § 1, based on results of tbe tbeoy of Sylow sys­
tems ([4], [5]) and general products ([1], [8], [9]), we explain a theoretical
algorithm for constructing A(G) by composition of A(Pi) (i = 1, ... , r)
(A, § 2).
In the second part (B, § 5), using results obtained by the determination of

the lattice V(G) of all subgroups of G ([3], [6]), a computational method for
constructing A( G) will be developed by realization of the theoretical inves­
tigations of part A. In B, § 4, questions about computational representation
of ~ are aID dscossed
Finally in the third part (C, §§ 6, 7) possibilities for rationalization and

extension of the program system to not necessarily solvable groups will be
explained.

A. BASIC RESULTS FOR THE DETERMINATION
OF A(G) FROM THE AUTOMORPHISM GROUPS A(P1)

OF A SYLOW BASIS r; ... ,P, OF G

1. Some results of the theory of Sylow systems and general products.
(a) Sylow systems and Sylow system normalizers ([4J, [5]). Let G be a

solvable group of order iGi = £J1" ...• q~r(qj primes). Then G contains for

61
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r

every qi a qrSylow-complement K, (i=- I, ... , r) of order Ki/ =nqr, and
']=1
j,pi

every complete system ~ = K1, ••• , K, of qj-Sylow-complements gener­
ates a complete Sylow system S consisting of 2' subgroups Ke = nKi,

iE e
K~= G, defined by all subsets e of the set of integers {I, ... , r}. If r/
denotes the complemented set of 12 relative (1, ... , rl, then IKel = IT tit) and

jEe'
for 12, (J £; {I, ... , rl we obtain the relations

(ex) Keuo = KenKo (1.1)
(fJ) Ken 0 = K(!Ka = KaKe·

Every two Sylow systems6, @)* of G definedby sr, Sf* are conjugatein G,
and every Sylow systemS of G containsa completeSylow basis, i.e. a sys­
tem PI, ••. , P, of Sylow subgroups of G such that G = Pl ••••• Pro
PjPk = PkPj (i, k = 1, .... r, i =1= k). Additionally we obtain Ke = II Pi
(e £; {I, ••. , rl) for all K; E 6. iEe
The system normalizer 91(6) defined by VC(6) = {x E G/x-IKpX = ~,

for all Ke E @)} can be represented as the intersection of the normalizers
N(Kj ~ G) or N(Pj £;; G):

r r

VC(6) =- n N(Kj £; G) =n N(Pj ~ G).
j=l i=l

(1.2)

m(6)is the directproductof its SylowsubgroupsPin N(Ki~ G) (i= 1, ... , ,,:

91(6) = PI nN(KI£; G) x ... XPrnN(Kr~G). (1.3)

An automorphism a EA(G) of Gmaps the Sylow basis Pl, •••,P, of G on a
conjugate one Pi, . . . , P:, that meansthere exists an elementg E G such that

exPj = Pt = -r(g)Pi (i = 1, ... , r, -r(g)E/(G)).t (1.4)

The automorphism fJ = -r(g-I) 0 a E A(G) maps Pi onto Pi (i = 1, ... , r),
and the restriction of fJ on Pi yields an automorphism tli E A(Pi) of Pi'
(b) Generol products ([8], [9], [1], ch. I). A group G is called a generol

product of the given abstract groups Hi (i = 1, 2) (or fUctorndby Hi) if and
only if Gcontains two subgroups Ht such that Hi ~ Hi and G = Ht Hi =
= HiHt, Hin Hi = {eG}'
Let G be factored by H, (i= 1, 2), then to each hiEHi there corresponds

a mapping hi k from Hi into Hi defined by:

h12 h2 = Hlh2hl nH2 for all h2 E H2,

h2 1 hI = h2h1H2n HI for all hl E HI.
(1.5)
(1.6)

t We denote by z(g) the automorphismof the inner automorphismgroup Z(G) of G
induced by transformationby g E G.



Automoqihismgroup ofjinite solvabk group 63

The mappings hik (i, k = 1, 2; i =1=k) together with the defining relations
of Hi (i = 1, 2) determine the structure of G; for multiplying the relation
(h11hzHI nH2)' hI2 h2 = eG with h2hI from the left we obtain the following
law fir changing tbe COI11IXJrel1IS of an e1errent of fbe gereml pnxluct G:

h2hI = h2 1 hl·hl2 h2. (1.7)

By (1.7)multiplication in G is completely determined.
Conversely, if HI, H2 are given groups and if according to (1.5), (1.6)

each hi E Hi (i = 1, 2) is associated with a mapping hi k (i, k = 1, 2; i =1=k)
from Hk into Hi, then the set G = {(hI, h2)/hi E Hi' (i = 1, 2» of all
pairs (hI, h2) of elements hi E Hi with the multiplication law

(hI, h2>'(h~, h~> = (hl'h~ 1hI, h~2h2'h~> (1.8)

forms a group if and only if the following relations are valid:

e2 1 hI = hI
h2 1el = el

(h2'h~) I hI = h2 1 (h~ 1 hI) (1.9)

(a) eI2h2 = h2
(fJ) hI2 e2 = e2
(y) (hI' h~)2h2 = h~2 (hI 2 h2)

The correspondence hi ++ (hI, e2), h2 -- (er, h~ determines the isomor­
phism HI:=:'Hi = {(hI, e2)/hl E HI}' H2:=:.H2 = {(er, h2)/h2 E Hz} re­
spectively. Because of G = Hf H:, Ht n Hi = {(el' e2)} = {eG}, ht khZ =
= (hi k hk)*' asi a general pnxluct and conversely every gereml rroJuct can
be repeseeted in this way.
From (1.9 a, y) it follows that the mappings hik form a permutation sub­

group IIi,k~ SIHkl of the symmetric group SIHkl of degree \Hk\. The maximal
invariant subgroup Ni = {hiE Hdhikhk = hk' for all hkE Hk} of G con­
tained in Hi determines the homomorphism 1;, k: Hi _,.l1i,k from Hi onto
IIi, k- Hence:

(1.10)

and the mappings (hini) k with ni E N, define the same permutation on Hk.
Another important subgroup of the general product G is the "fix group"
Pi of 11k, i defined by F,= {hi E Hdhki hi = hi' for all hk E Hk}, containing
all elements hi of the component Hi' which are invariant against all map­
pings hk i related to all elements hk EHi. For F,we obtain:

(1.11)

If G is a solvable group with Sylow basis Ph ... , Pro the theory of gen­
eral products is applicable to the subgroups Gk, i = PkPi ::= PjPk of G.
Important for the construction of the automorphism group A(G) are the
maximal invariant subgroups Ng) of Gk, i contained in Pk and the fix groups
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Ft) of IIi•k• From (1.11) we obtain:
r

Fk=nFt) = N(P1• •••• Pk-1Pk+1· ••• ,p/;;G)nPk
i~l
i+k

and according to (1.3) F= FIX ••• XFk is the Sylow system normalizer
related to the Sylow basis Ph' .. , P, of G.
2. Detennination of A(G) by composition of allowable automorpbisms.

Let the composedmappinga = :n:1·. . .• Z, with :n:iEA(Pi) (i = 1, . . ., r) be
defined by

rApI.... 'P,) = :n:lPI'. , , ':n:rPr

Then (cf. [1], ch. IT, § 1):
THEOREM 2.1. a E A(G) if and only if

:n:k0Pi k 0 :n:i1= (:n:iPi)k /\ .
i. k=l •.... r

H,k

(Pi E Pi).

(2.1)

Proof Since PiPk = PkPi we obtain a EA(G) if and only if for [-«: k:
(1.7)

IX(PkPi) = IX(PkiPi'Pi kpk) = IX(Pk ipi)'IX(Pi kpk) = (IXPk)'(IXPi)
(1.7)

= (IXPk) I (IXPi) , (OCPi)k «(J.Pk),

hence: (J.(Pk iPi) = (I1.Pk) I(OCpi) and I1.(Pi k Pk) = (IXPi) k (ciPk).

Because of the definitionof a, these relations however are equivalentto (2.1).
From the point of view of computationit seems to be profitable to reduce

the number of the relations (2.1), for which we have to decide the equality.
The following theorem is fundamental for this reduction, and therefore for
the construction of A(G):

THEOREM 2.2. The sigr, of equdity js validfor all rnlations (2.1) if and only
if for allgenerat01S p~') of ageneratingsystem{p~')} Of Pi the images of the
1IlllJPngs :n:k0 Pi k 0 :n:k'1aw/ied on tm c/emerts p~) and :n:kP~) Ofa ~
system{p~)}of Pk am the same as forthe moppings (:n:iPi)k (4k=l, ... ,r,
i :t= k).
Proof. It is sufficient to prove the relations :

nk E) (p~l). p~2») k 0 :n:i1 = (:n:i (p~l).p~2») k
:n:k0 Pi k 0 :n:'k1(lp·p<f'» = (:n:iPi)k (p~1).p~2»

(p~l),p}2) E (PF"}), (2.2)

(p~), p~2) E {p~)}). (2.3)

Then it is easy to give a complete proof of Theorem (2.2) by induction on
the powers of the generatorspf'> and py/> of {p!,)} and {p~)} respectively,and
by induction on the length of the words in those generators representingthe
elements of Pi and Pk respectively. By the realization of this proof the same
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calculation as below will show that (2.1) is valid on Ttk(P~l)·l(». We obtain
for k < i:t

Tt 0 (pP)'p~2») k 01t-1 (1:!!1') Ilk op~l) k op\2)k OTt-1k I I k - J I k
:: TtkOp~l)k 07lk-1=,op~2)k OTt;l

proving (2.2), and because of

= (TtiP~l» k 0 (TtiP~2»k
(1,&1') ((Ttipf» (TtiP~2») k
= (Tt;(p~l) .p(2»)) k ,

Ttk0Pi k 0 Ttk l(lP .p~2» = Ttk0Pi k 0 [Ttk l(P~l). p~2»]
= TtkOPik O[(Ttk1p(V)·(Ttk1p<P)]

(1.9~ Ttk 0 [Pi k 0 (Ttk1p<V)' {(Ttklp<V) IPi} k (TtklpT)]
= Ttk0Pi k OTtklp(V·Ttk[(Ttklp(V); Pi] k (TtJ:1p(P)

<2~ Ttk 0Pi k oTtk1p(V . [Tti0 (TtJ:1pq}) iPi] k pcp
= TtkOPik OTtk1p(V, [:i'li0 (TtJ:1pW) i OTtj10(:i'liPi)]kp(V
= (TtiPi) k p<V' (pCJli (TtiPi» k pcp

(1.9~ (:i'liPi)k (P(V 'p(r/),

proving the relations (2.3).
Let r = {rxEA(G)/rx = Ttl' ... ·Tt,,:i'liEA(Pi), (i = I, ... , r)} be the set of

all automorphisms of G composed by automorphisms of the Sylow sub­
groups Pi' Then according to the relation (cf. A, § 1) g E F-7:(g)Pi:::: Pi
(i = 1, . . ., r, -c(g) E I( G» there corresponds to every coset decomposition
G = glF + ... +gtF of G by Fa coset decomposition A(G) = -r(gl)T+...+
+-r(gt)F of A(G) by r.

DEFINITION 2.1. Anautom01pmsm Tti E A(Pi) (i = 1, ... , rl is oalkd
a/lowabk if and only if them exists for every k =l= i an automoqihism
TtkEA(Pk) such thot a:: 1tl" •• -at,«,•• ':i'l,EA(G).

If x, E A(Pi) is allowable, then
TtiFlk) = Flk) (2.4)
Tt;Nlk) = Nlk) (2.5)
TtjE N(Ilj, k ~ s Plj) (2.6)
Tt,{N*npi) = N*npj, N* char G. (2.7)

By every allowable automorphism :i'lian automorphism of the factor group
PdN!k) ==' Ilk, Iwill be induced, and fixing the index i and assuming Tti =
:: eA(p;)we obtain by (2.1) for an allowable automorphism TtkEA(Pk) (k=l= i)
the relations :

(2.8)
t In consequence of (1.9), similar results are valid for k > i.
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equivalent to :

nkEzM) = Z(IIi,k ~ SIPk I);t nkPkEPkNiP (2.8)

If we denote by II~) the set of all nk EA(Pk) inducing the identical auto­

morphism on Pk/Nf1, then
JliP =n(ZM)nII~» (j= 2, ... , r) (2.9)

1=1
i+k

defines a system of groups of allowable automorphisms. This system is fun­
damental for the method of constructing A(G) from A(Pi) described in B,
§ 5, because from a = :ltl' ... ·nrE A(G) and niEZ}k)nmk) (k =f: i) we
obtain nkE Z~)n1l£1,and from n1' ... ·1CrE A(G), IOjE lV) (i = 1, ... , r)
we obtain cc' = (1C]O 01)' ...• (nro er)EA(G).

B. COMPUTATIONAL METHOD FOR THE
CONSTRUCTION OF A(G)

3. Preliminaries for the construction of A(G).

(a) Bask progroms.The constructionof A(G) is based on
(a) the program for determination of the complete lattice V(G) of all

subgrrupsof G de:<aibed in [3], §§ 2, 3, and extendedby the "conpo­
sition method" of [6],

({J) the program for the determination of A(Pi) (i = 1, ... , rl executed
by the program system [2].

The jrogram system ({J) as \\ell as (<X) uses the method of ~ tbe
subgroups UC;; G of G by a one-to-one correspondence to "characteristic
numbers" K[ U] - U described briefly in the following section.

(b) [JJecid ~ sysletm am dmoctltistic numbet& In G a one-to­
ore care8{XJ1x:lenc exists between fbe SI.Ibgroop;US G of G ad fbe systems
S(U) of all cyclic subgroop;of G contaired in U. A system of genemtm of
all elements of liKU)forms a "special generating system" E(U) of U. The
elements of l!XG) shall be listed. Assuming {hil, , hi.} is a complete
generating system E(U) of U with {iI,... , ie}~{l, , IE(G) I},the charac-
teristic number K[ Uloi U~ G is represented by

e
K[U] = L 2i;-1.

j=l
(3.1)

(c) &olean operations fOr chmucteristW munbers. The Boolean opera­
tions of intersection '~ " and disjunction " V " are useful for a time-saving

t Z( U£ G) is the centrnlizerc:fOCG in G.
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calculation with characteristic numbers :

K[U]/\K[V] = K[Un V]
UC V~K[U]I\K[V] = K[U] (U, V, W<;;G)
{U, V} <; W.•..•.(K[U]V K[V])I\K(W) = K[U]V K[V].

(3.2)

(3.3)
(3.4)t

(d) Lists. For the determination of A(G) the following lists obtained by
the construction of V(G) are used:

(a) CL-list, containing the characteristic numbers K[ Ulof all subgroups
U<;;GofG.

(fJ) OL-list, containing the orders U[ of Ur:;;G corresponding to K[ U].
(The OL-list is a parallel list to the CL-list.)

(y) NL-list, containing information, which enables us to find out
K[N(R<;; G)] for a representativeR of a ccrYugateclass of G.
Sioce N('r:(g)R<;; G) = -r;(g)N(R<;; G) (1{g)E Z(G» it is easy to
calculate N(U<; G) for all UC; G.

(6) RL-list, containing 1 orO at special bits, if U--K[U] has oneof the
following properties or not:

(PI) U is cyclic.
(P2) U is abelian.
(P3) U is selfnormalizing in G.
(P4) U is normal in G.
(P5) U is a characteristic subgroup of G computed by the program

for determination of V(G).
4. Representation of automorphisms in a computer. Let Xl' ••• , x, be a

system of generators of the group G and Rixi) = eG (j = 1, ... , m) a sys­
tem of defining relations for G. A mapping a of G into itself is an auto­
morphism of G if and only if

G = {IXX1, ••. , exxn}
Rj(exxj) ::::ec (.i:::: 1, ••. , m).

(4.1)

(4.2)

The mappings a EA(G) will be stored in the computer by the images of a
suitable system of generators. For the multiplication of al, 1X2 EA(G) we
obtain the rule:

(1X201X1)Xi = 1X20(IXIXi) = 1X2Xt = 1X2(Wi(Xk») = Wi(1X2Xk), (4.3)

where x7 = W;CXk) is the representation of x7 as a word of the generators
Xk of G. The knowledge of the word function w7 is therefore important for
the multiplication of automorphisms. The time for testing a to be an auto­
morphism and also for the multiplication of automorphisms depends on the
structure of the system (4.2). Therefore it is profitable for computation to
use a "special generating system" for G (cf. [3], [7]):

t {U, V} means the subgroup generated by u,vc::;G.
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A system Xl, ... ,X" is called a sperid ~ system of G if and only
if for every g E G we obtain a representation g ::::w(x;) = X~" •••• x~nwith
o '"'"8k""" Yk (k = 1, . . ., 71),where Yk is the least power of Xk such that

If G is solvable, we can obtain a special generating system XI, ... , Xn of G
using a subinvariant series

G == G" D Gn_1 D ... D Gl D Go = {eG} (4.4)
such that {Xl, ... , Xi} =Gj and x, EN({Xl' ... , Xi-I} ~ G). The defining
relations of this system of generators are:

Xii = xii, I· •••• xf!.:i-I
(k.l) Il.i)

at 0k_l
XkXj = Xl •••• 'Xk_1 Xk

(i= 1, ... ,n)
(4.5)

Sometimes it is necessary to compute the automorphism IX EA(G)--stored
by the images a:Xb ••• , OCXnof the generators Xl, ... , Xn of G-as images
of another system yI, . , ., Yt of generators of G. Assuming the relations
Yj = wy/Xj) we obtain IXYi = Wy;(a:Xi)'

5. The computational method for the composition of A(G).
(a)t Determination of a complete Sylowbasis PI, ... , r, ofG. For all

r

KiEse(i= 1, ... , rl (cf. A, § 1, (a» we obtain \Kd= f1 if;;· In the OL-list we
j=l
Hi

search for the order /Ki/ (cf. B, § 3, (d), (fJ», and we find in the corresponding
place in the CL-list (cf. B, § 3 (d), (IX» the characteristic number K[K;]++Kj

r

(i= 1, .... r).SincePj=JQ~ (i=1, .... r)wegetby(3.2):
i=!

r

r, •..•.K[Pi] =/J. K[Kj]

Ni

(i= 1, ... , rl. (5.1)

(b) Detenninotionofthesystemnormolizer F.Using (1.2) and (3.2) we
r

obtain K[F] =A K[N(Kj S;;;; G)]. K[N(Kj S;;;; G)] (i = 1, ... , rl is known
i=l

from the NL-list (cf. B, § 3 (d), (y».
(c) 'lhe roset cimmposjtion of G by DC G and the determination of a sys­

tem of 1f!J11f!SentativeslR = {rh" ., rt} of the decomposition are basic
programs of the program system mentioned in B, § 3 (a), (t'l).
(d) Somerernorllsabout detenninotionofV(Pj) andA(Pi) (i = 1, ... , rl.

There is G::J UEV(Pj)++K[U] /I. K[P;] = K[U]. For the determination of the

t The notations (a), (b), ... , of § 5 correspond to the marks on the flow chart (cf.
p. 71).
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classesof conjugatesubgroupsofPiwe mention: If U <l G, DC Pi(cf. B,§3 (d),
(6)), then U <l Pi' If Pi containsa completeclass S of subgroupsof G, which
are conjugate in G, and if ISI = [Pi:N(R ~Pi)] for some representative R of
the class S, thenall U E S are alsoconjugatein Pi' If ISI =1= [Pi :N(R~ Pi)] ::: 1,
then R <l Pi' If ISI =1= [Pi : N(R~ Pi)] =1= 1 we decompose Pi in cosets by
N(R ~ Pi) and transformR by the elements of a system of representativesof
this coset decomposition, using the relation

K[N(Rc;Pi)]= K[N(R~G)n P;] = K[N(R ~G)] ;\K[pa.

The determination of A(Pi) can be executed by the method developed in
the program system [2].
(e)Detenninotion of thepennutationgroups n;, Ie (4 k= 1, ... , r; i=l=k).

The elements of Pi (i = 1, .... r) are numbered in the same sequence as
they are generated by the generating program of Pi' Generating the sub­
groups Gj,k = PiPk = PkPi Of G (4 k =- 1, ... , 1; i-« k) on the one hand
as a product of Pi' Pk and on the other hand as a product of Pk, Pi we
obtain by comparing the products:

p~e)p~) = p~.) p~ee)= p~e)kp~)' p~) ip~e)(S = 1, . . ., IPkl; 1 ",;;;e """IPi!). (5.2)
From these relationswe obtain the permutation p~e) k of Pk related to the ele­
ment p~e)EPi:p~e)_'_pse)k = e.). If e runs from 1 to IP;I,we get llj,k' Fixing s
(1 """s ",,;;IPk I) we can similarly determine for variable e (e = 1, ... , IPi!)
the permutation pZl i = (~Jrelated to the element p~) E Pk, and if s runs
from 1 to IPklwe get Ilk, i- In view of Theorem 2.2 we have only to sare the
permutations p~e)k, It) i of IIi rot,IIk, i,which are related to the generators of
Pi' Pk respectively. The order of iIli, "I and IIlk, ;1 are also stored in the com­
puter.

( f) Detenninotion of 11k) and Nrk) (4 k = 1, . . . , r; i =1=k).
(a) Since N(Pk ~ Gj, k) = N(Pk S;;;G) nGi, b it follows from (1.11) and

(3.2):

K[Ffk}] = K[N(Pk ~ Gi,k) n Pi] = K[N(Pk S;;;G) nPi)]
= K[N(Pk S;;; G) ;\K[Pi] (i, k = 1, •••• r, j =1= k).

(P)Nik) is uniquely determined by N~k)~ Pi, N~k)<J PjPh IN}k)1= jP;j/jIIi, kl
(4k = 1, ... , r; j =l= k). If P! ~ Pj, IP!I = IPjl/lllj,kl, P1 <J G, then Nlk) = Pj*.
If we cannot find such a subgroup Pi, which is invariant in G, we look for
asubgroup FjS;;;Pj such that IP;j=IPjl/IIIi,k! and IN(Pi~ Gj,k)1= IN(Pj£;G)
n Gj, kl = IGi,kl = q/i 'qJt Since Nfk) is uniquely determined, we have
Nlk) = Pi'

(g) Deimnimtion of A*(Pj) (i = 1, ... , rl (cf. flow chart).There are two
possibilities for the determination of A*(Pi) (1 ~ i~ rl:
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(a) Let Fl' (A = 1, ... ) Ai) be the different fix groups of Ilj. k (i, k =
I, . . ., 0 ~ i =1=k) and let N(v)nP,(,, = 1, ... , ;1), be the different characteristic
subgroups of Pi induced by the N(v)char G and also different from all char­
acteristic subgroups of Pi used by the determination of A(Pj). Each group
F?), N(v)nPjdetermines a partitiont 3V) = [F[,), Pi-Ff')], .8~V)::::[N(v)npi,

Pi-(NCv)n Pi)] of Pi respectively. To the partition C~l,fW»)A.(.~1,~W»)
there correspondsa well-definedpartitionof the set { 1, ... , I Pi I} :

(jll ... .L), (jel+h ••. ,jel+e,),. 0 0' (jel+ ... +e._1+1," .,jel+ ... +eA)

(5.3)

Now we calculate the permutation enj of the set {1, ... , IP, i} related to the
automorphism tti E A(Pj) given by the images 7tiP~v)of a generating system
{pf')} of Pi (cf.B, § 4). Then tti E A*(Pj) if and only if eni maps the classes of
the partition (5.3) complexwise into themselves.

( R\ If f{A)l = W<A)(p('P» I'(A) = W(A)2(P\'P» '.. [{A) = weAl (p('P»
{J} I, 1,1 I ,J I,2 I, I' " ,-,..,'Ii t,hi t ,

l {V)l = w{') (p(p» l(v) ::::w\v) (P\tp» l{V) - w-(v)(p(tp»
I. 1,1 I , i.2 1.2 I , ••• , 1,/'f - i,hi j

is a generatingsystem of F[-A), N(V) n Pi respectively- representedas words
of the elements p~tp)of a generating system {p~tp)}of Pi - then TCiE A*(Pi) if
and only if both

7tJ~~} ::::w}~ (7tiP~tp»E FfA) for A = 1, ... , }'ij j =: 1, •. " hi

and 7tJf~) = w~~}(7tIP~tp»EN(v) nPi for v = 1, . , ., Vi; j::::: 1, ... , hj.
(h) Detenninotion of {}i) (i = 1, ... , 1; j = 2, ••. , r; i =F k) (cf. flow

chart).
(IX.) JJetermi:ndion of fjU) (1 ~ i~r ; 2 -ej ~ rl. Let 3}k) (k = 1, ... ,j; i '* k)

be the coset decomposition of Pi by N~k), then, similarly to (g) (5.3), the
J j j

greatest common refinement A.3~k) = p}l) n Nlk) + ... +p}u) n N[k) corre-
k=l k=,l k=l
k*i k*, k*i

sponds to a well-definedpartition of the set {l, ... , IPdt whichcan easilybe
determined. Those TCj E A*(Pi), the corresponding permutations '.!n; of which

J

map the class of the partition of {I, . . . , IP,I} related to n Ni(k) into itself

tN
t A non-emptysystem 3 ofnon-emptysubsets N~ M ofa set M =!=0 is called a parti­

tion ofMif andonlyif eachelementofMis containedin onlyonesetN E3.The subsets
NE M are calledthe classesof the partition3. The greatestcommonrefinementof the
partitions 31,32 ofM formedby all non-emptyintersectionsof the classesof 31' ,!h
is denotedby 31 A 32'
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and a representative z of every other class into an element z of the same
class, belong to the group Ilj) if and only if for anifl E {prl} of Pk (cf.
Theorem 2.2) :

(5.4)

'Ire test of e quality for the relations (5.4) however is equivalentto ccrnpar­
ing multiplication of permutations in an abbreviated form (cf. Theorem
2.2):

(l"IPk .en ;1= Pk i /\
k=l•.•••j

k,p;

for the test of (5.4) is restricted on the generating systems {p[,)} and {nipf·l}
of Pi.

([3) JJetermi:ndion of /fJ+lJusingIF). By use oftre cosetdecomposition 3p+1)
J

of Pi by Mj+1), the partition of {1, ... , IPil} related to the partition A 3~k),
k=l
hi

which has been needed by the construction of IF), can be easily refined.

(d)

Calculation of
(h) I~j): J\ilnA*{P;l

(i.=l,...,r ;j=2•..•r.l"fjl

CPA 6

(5.5)
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nj E lEi) belongsto If1+1) if and onlyif en, ~ n mapsthe classof the above par-
j+l I

tition of {I, ... , IPjl} related tonNjk)into itself and an element z of every
k=lk*i

other class into an element z of the same class, and in addition for all
PY-;?lE {P'wI} of PHI the appropriate relations (5.5) are satisfied.

(i) Determinotionof thegroup r. It is sufficient to describe the iterative
process for determining r in the first two steps:

The groups A(ll(Pj) (i= 1,2) (cf. flow chart) are decomposed by I}2) :
A(l)(PI) = n~llJi2)+ ••• +n~1)I~2)
A(1)(P2) = n~)1~2)+ ... + n~s·)1~2).

7hennC:'l.n~1)EA(PIP2)(I ••••el"-;:;Sl; 1 ..-;:;e2~S2) if and only if for all
pZk) E {P~k)} of Pk the mappings ~e;) Op~k)0 (n~e'»-l and (n~k)p~k» i applied
to {p~VI)} and {n;p}V')} of Pi produce the same image:

n}e;)Op~k) i o (n}e;l)-l = (n(plpk) j (i,k = 1,21 i =1=k). (5.7)

(5.6)

The test of (5.7) will be executed similarly as in (h). For the further investi­
gation there remain the following groups:

A(2)(Pj) == nI1)I/2)+ ... +n~k')1/2) ti > 1, 2).

Decomposing 1}2) by 113) (i = 1, 2) we obtain a decomposition of A(2)(P;)
by 113).Now we decompose A(2)(P3) = A*(P3) by 1~3).The test of the repre­
sentatives of these decompositions to be allowable automorphisms is now
the same for the pairs of groups A(2)(P1), A(2)(Pa) and A(2\p2), A(2)(P3) as
described for the groups A(I)(P1), A(1)(P2) in the first step. Continuing this
method for rsteps we construct the group r.

Since G =Pl' . .. •Pr; each elementof G can be representedas a word in
the special generators needed for the determination of A(Pj) (i = 1, ... , rl.
With respect to these generators it is easy to construct the inner automor­
phisms -r(gt) E I(G) generated by the representativesof the coset decomposi­
tion of G by the system normalizer of G; and therefore the composition of
A(G) by r according to A(G) = -r(gl)T+ ... +T(gl)T is obvious.

C. OPTIMIZATION AND EXTENSION OF THE
PROGRAM SYSTEM

6. Sorne aspects of optimization of the program system Let G be a
solvable group and Ph .... P, a Sylow basis of G. If G = QIX ... XQ, is
a direct product of direct indecomposable factors Qi = Pi,1·... .Pi,r,

a
(i= I; •••• s; Lr, == r), where the Pi,k belong to the Sylow basis of G, it

i=o1
can easily be proved that the direct product is uniquely determined.
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The relations K[Ph ' ••• ,Pi.] = K[Pi1] V ... V K[Pi.] ({iI, ••• , ;,) ~
~ (1, ' , 0, rl) and the knowledge that both Kg = PI!' " ,P,. with,
IKgI= IT q~l. and the complemented group Kr!'= Pit' , , , 'Pir with

e=l I.

tIKg,I= IT ~J. (IKQI'I~' I = IG\) are invariant in G and characterized in B,
e=l J.

§ 3 (d), (b), enable us to develop a time-saving method for the determina­
tion of the direct product G = QIX ... XQ, of G. Since the automorphism
group A(G) is the composition of all automorphisms of Q; (i = 1, .. "s),
we have only to apply the method described in § 5 to the components
Qj (i= 1, .. 0, s),

From A, § 2 it seems to be profitable to alter the sequence of the groups Pi,l
(/= 1, .... ri) of the Sylowbasis of Qi (i = 1, ... , s), such that the index
[Hji): W(€'QI)] of the system normalizer of o. in H~i)= Pi,h'··· 'PiJI ~ Qi
(/= 2 ,. , ., ri) is maximal, where the Pi,jp (v = 1, . . . , /) are groups of the
Sylow basis of Q;, Then the order ITHII)I of the group rH,(I)~ A(Qi) generated
by composition of allowable automorphisms Of Pi,ik (k = 1, . . . , l) will be
minimal, and therefore in general the iterative process for the determination
of rQI will be optimized.
7. Some aspects for the extension of the program system to groups with

a normal chain of Hall groups. For the determination of A(G) of a finite
solvable group G we used only the following assumptions for the Sylow
basis of G: (a) G = PI' .. , 'P" PiPk =PkPi, (IP;I, IPki)= 1 (i, k = 1, ... r;
i =1= k), (b) each Sylow system of G is conjugate in G. Therefore the
methods of B, § 5 for constructing A(G) can be extended to all groups G con-
taining a system of subgroups Hk (k= 1, , s) such that G = HI' .... H••
HiHk = HkH;, (IH;I, IHkl) = 1 (i, k = 1, , s; i =l=k) and such that all
systems of that kind are conjugate in G.

In the case that G contains a normal chain of Hall groups :

G =N, ;2 ." ;2Ni~'" ;2 Nl :::> {eo}

there exists a system of subgroups Hi (i = 1, ... , s) in G such that Hi <l HiHk
for i-ck, N, = HI' ••• 'Hi, HiHk = HkHi and such that all systems of
that kind are conjugate in G (cf. [1], ch. IT, § 2). The program developed in B,
§ 5 therefore can be extended to all mt ~ solvalie groups containing
a normal chain of Hall groups. If s = 2 we obtain the case that G is a group
extension of N by Twith (INI, IT!) = 1:

G = Nl', Na G, T ~ GIN, Nn T = {eo}, (INI, ITI) = 1.

The automorphism group A(G) can be constructed in this case by composi­
tion of allowable automorphisms of N and T.
6'
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Combinatorial construction by computer qf
the set of all subgroups ofafinite group by
composition of partial sets of its subgroups

w. LINDENBERG and L. GERHARDS

THE following paper contains a description of the main parts of a program
for computational determination of the lattice of all subgroups of a finite
group 1M. The program has been developed by the authors and has been
realized for the computer ffiM 7090, It is of combinatorialtype and does not
require further assumptions for ®.

1. Preliminaries. Let@ = {XI, ... , xn} be a finite group generated by an
ordered system (Xl, . . ., x,) of independent? elements (e.g. permutations,
matrices or abstract elements together with the connecting relations of
multiplication [1], [3]). Generating@ successivelyby Xl. X2, ••• , xn we ob­
tain a chain (e)C ®l C ... C ®n =::: ® Of subgroupsOf ® (®i = {Xl, ... , Xi},
i = 1, . ..) n). The order of @j will be denoted by [@J If imi is the set
of all cyclic subgroups of ®i of prime-power order, Z, shall be some set of
generators of all elements of 9)'l; such that Zi n Z k = Z, for all k ;,0 i
(i, k = I? ... ,n). Let [Z;/ be the number of elements of Zj. We shall list
all the elementsof Z, (i = 1, . . ., n) in such a way that the sequenceof the
elements in the list of Z, is the same as in the list of all elements of Zk
(k~ i), i.e. the part of the first 1Zj1 elementsof the list of all elementsof Zk
is identical with the list of Zi.

For characterizing any subgroups m:of @j [4] we note that ZM) = m n z,
is uniquelydeterminedby m:. Now, if the eth elementof Zj (1"'" e ~ [Z;j) is
associatedwith the binary number 2e-t, and any subset @) of Zj with the
sum B(rS) of those binary numbers associated with all the elements of @),
we have that m corresponds uniquely with B(ZM'). For standardization,
however, we complete this number by apposition of [Zn[- [Z;J zeros to the
higherdigitsof a number B(m) of IZn digits.B(~) shallbe used for represent-

IZI I~I .
ing the subgroup m c @.t If B(m) = 2: aj·2J-1 and B(lS) == L bj·2J-1

j~ ~l

t This is no loss of generality.
t For the followingdiscussionsit will be usefulto rememberthat, for any subgroup

~C®i (~<t®i+1)'B(~) maycontainonesonlyin its \Z,llowerdigits.
15
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(Il{,lB c @), we define
IZ,,1

B(I2{)VB()8) = L (ajVbJ)·2i-1,
}=1

IZ.1
B(2Q/\B(~) = L (ajl\bj)'2J-1,

j=1

(Ll)

where aV b resp. at; b are the usual boolean operators. In particular we
have [4]:

B(1l{ n )8) = B(12{)A B()8)
BC {2l u m}) ~ B(12{)V B()8)t
2l ~ m * B(12{)/\ B()8) = B(I2{).

(1.2)
(1.3)
(1.4)

2. The generation of the partial set of subgroups. In § 1, the set of thewanted
subgroups of ® was represented by a set of certain numbers of IZnl digits.
Let S be the normal sequence of the first 2!z.1 binary numbers. To each
element of S belongs-as discussed above-a well-defined partial set @)
of Z". By @l there is also defined a subgroup 12{ = {@)} of @;,which is gener­
ated by all elements of @); it is @)~ Il{nZII' Thus theoretically we can obtain
the wanted set of all subgroups of ® by taking all elements of S, construct­
ing the corresponding subsets of Z", generating the groups defined by these
subsets and finally storing their characteristic numbers, if they have not yet
been determined. But a method of this kind cannot be used because of the
large number 21znl of operations to be done.
Therefore in [2] a method has been described for systematically reducing

the above set S of binary numbers used for the determination of the desired
set of all subgroups of @. Beyond this, however, it is practicable to divide
the listed elements of Z" into s sections C, (i = 1, ... , s) of length I <:!!6IZn\
and one further section CS+1 of length r (with IZnl = s-l-s-r ir « f);
c 9+1 = 0, if r = O)w'll:houtpermuting the sequence of elements of Zm i.e.

Z" = [Zl' , .. , zlz"l]
= [ZI' . , , , z/, . ' , , Zi1+1, , , , , Z(i+l)/' ' , , , Z(S-l)l+l' ' I , ,

Zsl, Zsl+l, ' , 0' zs(+r]t

If now themetlxx:lof [2] is usedfor eachof thesesectioosC, (i = 1, ... , s+ 1)
we obtain for each C, a set Gj of subgroopsof 8. Geremlly any two of these
sets will not recessarily be ~oint, i.e. tbe chanderistic number may occur
more than once, but by eliminating those multiple elements, we obtain the
disjoint sets Gj•Naturally in general Uj G, is not yet the wanted set of all
SI.Ibgroop;of ®. In § 3 we give a detailedcb;criptionof the rretbod of com­
bining the characteristic numbers.

t The equality does not hold, because generally 2(U jSc{2(U )8}.
:j: Empirically it seems useful to choose 6 <:!!6 1",;;9.
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3. The method of constructing the set of all subgroups of @o First we give
some definitions and notations:

DEFINITION 1. The determination of the characteristic numbers of the
group ~ = {m:, l8} by the characteristic numbers B(m) and B()B) is called
composition; the characteristic number of ~ is denoted by c(B(m), B(~»,
the order of ~ by ic(B(m), B(~»I.t

DEFINITION 2. Let Sbe a set of characteristicnumbers; Sis said to be closed
(relative to composition) if c(Bt. B2) E S for arbitrary elements B1. BzE S.

DEFINITION 3. Let S be a (not necessarily closed) set of characteristicnum­
bers. The closed set C(S) ~ S is called the closure qf S.

We shall denote by
Ej the set of characteristicnumbersof all subgroupsof Gj (i = 1, ... , s+ 1)
(see §2),

IEjl the number of elements of Ej,
KI,z, ,i = C(E1U UEi)-(EIU 0 0 ' UEi)
EI,2, ,I.=C(ElU UEi)
IE1,2, .•.. II is the number of elements of E1•2,•• 0';

K; = {c(B,B') ~ E/ U E1 ,2,•.. , i_II BEE;, B' EEl,Z,... , i-I arbitrary
(i = 2, ... , s+l)}.

Clearly we have:
C(C(Blo B2), c(B~, B~» = C(C(BIV B~), c(BzV B~), (3.1)

E! = C(El) (i= 1, .... s + 1), but in a way we rmy alsoassurreE, = C(E;).
(3.2)

Now we prove
3.1. If B, EK;(). = 1, 2; 2..,.; i.".;;s+ 1), then there always exist B~E E; and

Bi EEl, 2, •. ., j-l such that C(B1'B2) = c(Bt, B{).
Proof.Bi,E Kj impliesby definitionB•.= c(B;, B~'), B~EEj, B;' EEl. 2, ... , i-I

(A= 1,2). Hence using (3.1): C(Bl' B2)=C(c(B~, B~'), c(B~,B~'»= c(c(B~V B~),
c(B~'V B~'». According to (3.2) we obtain: c(B~V B~) = Bt EEi, according
to the definition of E1,2".. , i-I: c(B~' VB~') = BiEE1,2 .... , ;-1' Thus
C(BI'Bz) = c(Bf, B:), as required.

Using 3.1 we immediately obtain:

3.2. K, UEiUEl, 2" •• , i-I is the closureof EI U ... UE, (i = 2, ... , s + 1).
Now we are able to descdbe tbe metlxxl of constructingthe set of all sub-

groups of @. From (3.2) we have C(E1) = E1•Suppose C(E1U ... UEi) =
K1, 2•••• , j U E1U ... U E; =El• 2•.•• , j has alreadybeencktermired.

t For abbreviation we shall often write Blo B" ... , B', B", , . ., etc., instead of
B(2l), B(b), ....
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By successive composition of all elements BEEi+1 (B~ K1, ... ,i)t with
allelementsB' EE1, ,i we obtainfrom 3.2 the closure C(E1 U . . . U Ei+J =
1<;+1UEi+! U E1,2, i of E1 U ... UEi+l' This method is repeated until
finally we obtain C(E1U ... UEs+1)' This, however, is the complete set of
the characteristic numbers of all subgroups of ®.

The composition is mainly a method of generating a group by a set of
generators (defined by the characteristic numbers of the two components).
A large number of the executed compositions, however, will yield charac­
teristic numbers which have already been computed. As the computation of
a group by a set of generating elements is a time-consuming process, all
efforts have to be made for reducing the number of such computations.We
now explain how this can be realized, discussing the most important points.
Obviously it is sufficient to discuss the method cf composition of only

two characteristicnumbers. We assume the set E1,2, ... )0 have been com­
puted already and listed (list L1)' Another corresponding list L2 contains
the orders of those groups which are associated with the elements of L1•t
Furthermore let Lt be the list of all characteristic numbers B*(m) of all the
other subgroups of <Mm already determined by the methods of §2.L: is the
corresponding list of orders.

LetBEEi+1(B~Kl, .... J,B'EE1,2, •.. ,;,BVB'=~f:lai'2i-1 (u,,::::: I;
a;. = 0 for all A>X);)8,)8'()8cj:)8',)8'cj:)8)are the correspondinggroups to
B, B'.

3.3. As explainedin§ 1 there exists an integer 0) ~ n such that IZ"'-11<x ~

IZwl· If PO) is the least prime number dividing @ml, l~a~ be regarded
Pm

as a booOOary1ir {BV B'}, i.e. as soon as more than I<MooI + 1 e1errentshave
Pro

been computed, the process of geremting the group {BV B'} may be sopped
at once, since the result would be <Mm, which has the characteristic number
IZooi. 1IMwl...L 2,-1. The boundary Qw = -- IS valid for all binary numbers 21zw-11 "5;
i=l Pw
BVB'<2IZwl(w= 1, ... ,n). Wenotett

t This condition is necessary, if, before storing a new composed number B, we have
verified ~nly B~K;+lUEi+1UE1.2J." ,I but not B~Ki+1UEi+1UEl , ..• , iUEi+2U",
UEs+l (Ki+1 subset of Kl+l already computed).

:I: (B) Iresp. IfB'} Imay be presumed to be known; for they appear as a by-product of
the determination of B resp. B' (by the process of generating the associated groups). The
number ILl I of elements of L1 is equal to the number IL2 of elements L2 and the order of
thejth element of L1 is identical with that of the jth element of L2•

tt Note IZol = dj 0; \8, \8' c@w. In the following we assume the characteristic num­
ber ®w has been determined already.
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3.3.0. Every process of generating {B(58)VB'()8')} (58, 58' c @Jw) may be
I®mlbounded by -- (1 ..;;;w..;;; n).
Pw

3.4. Suppose all elements of {BV B'} have been listed. The characteristic
number c(B, B') of {BV B'} is generally defined by Z; n {BV B'}; by the
assumption, however, we have Znn {BV B'} = z; n {BV B'}. Thus we
have
3.4.0. Zru(1 ~w "'" n) (instead ofZn) may be usedfor computing c(B, B').
3.5. Furthermore the computation of BV B', B/\ B' or the test of equality

B = B' of the above mentioned /Z&digital numbers may be bounded by the
lowest /Zwl digits of Band B' (for the other digits are equal to zero). Hence
3.5.0. Operations amongst the (IZnl-digital) numbers B, B' may be

bounded to operations amongst B, B' by considering only Zwl digits (/Zwl "'"
IZnl).
3.6. The validity of B(58)ELl can be tested first by looking for those ele­

mentsb;ELz (1..;;;i..;;;IL11)with the property b, = 1581 and afterwards by
testing B = B, (BiELl corresponding to bi)' This method will save time
and may be combined with the method of 3.5.0. Analogous statements
are valid for Lt respectively L::

3.6.0. For testingBELl resp. Lt the elementsof L2 resp. L: may be used.
3.7. If )Se )S' resp. )S' C )S-this can be decided directly by (l.4)-we

obtain c(B, B') = B resp. B', i.e.
3.7.0. The compositionc(B, B) may be omitted if B/\ B' = B or B'.

3.8. If I ~ I resp.) :~ I are prime numbers (i.e. )B resp. )S' are maximal

subgroups of @w), a composition would be unnecessary, since the result
would be @",:
3.8.0. The composition may be omitted, if 58(c@Jw) resp. 58'( c @w) are

maximal subgroups of 8,.
3.9. As soon as for any two binary numbers _B, jj' we have found (by

computing or by using 3.8.0. for instance) that {BV _B'} is equal to @w or to
any maximal subgroup of @w, BV fj, is called a jilter and is listed. If there
exists a filter F having the property (BV B') (\ F = F, the result of the com­
position c(B, B') is already known and therefore the composition may be
omitted.
3.9.0. The composition c(B, B') may be omitted if(BV B')(\F = F for

any elementF qf the list of filters.
3.10. Remembering the well-known formula {c(B(58), B'(5.8'»} "'":: I~I:::we can estimate the order of the group being obtained by cern-
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position. The order 1)8n )8' I is equal to or less than the greatest common
divisor of the orders of ~ and )8'. Thus assuming BA B' =l= B resp. B'the
order {c(B,B')} Iof the compound {BV B'} will be bounded in the follow­
ing way by a number called MINORD:

II~I'I~' i, if BAB' = 0

I 2'max (I )81, 1)8' I), if 1)8 I == Omod IIS'I
I {~ u )8'} I "'" MINORD = resp. )8' I == 0 mod I ~ I

l least common multiple of Q3 I, I Q3' 1
for all other cases (3.10.0)

If MINORD, computed by (3.10.0), is not yet a divisor of 1@0I1,MINORD
is repeatedly increased by the least common multiple until I <Mw 1 is divisible
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byMINORD. If there exists a characteristic number B"(m") ELI uLt(lm"1 =
MINORD)-this may be tested by using 3.6.0-satisfying (B VB') 1\B" =
BV B' the composition may be omitted, for c(B, B') would be equal to
B"; otherwise we are looking for an element B"()S") E Ll U Lt satisfying
(BV B') 1\B" = BVB' and I>B"I>MINORD. Similarly to 3.3.0, I>B"I may
be used for bounding the generation {BV B'}, Summarizing, we note

3.10.0. By oomput;ngthe bountlmy MINORD of {)S U )S'}, the process
of ~ 1m! be either omitted or bouncid

The method by which the remarks 3.3.0. to 3.10.0. are used for composi­
tion is given in the flow-chart for computing c(B()S), B'(>B'» by B(>B)and
B'(~').

4. Conclusion. By means of the computed set Ll we are able to compute
the full lattice V(@) of all subgroups of @. The method of computing V(@)
is above all a method of iterative reduction of the set of all characteristic
numbers by selecting-mainly by using (l.4)-those characteristic numbers
corresponding to maximal subgroups. Since this method has been described
in [2], it need not be further discussed here.

Finally the following table contains some examples of computed groups
together with some further information. The computing time includes not
only the time for computation of the lattice but also for computation of
conjugate subgroups, the normalizers and centralizers of the representa­
tives of these classes, and special characteristic subgroups, such as ascending
and descending central-chains, Fitting and Frattirri groups and others.

Number
of all Number Number
cyclic of all of classes

Group Qdy' Mode of gereration sub- of eon- Computing timegroups proper jugatedsub-of prime. groups proper
power s.~bgroup:
order

I I\l!5 60 Permutatioos of 31 I 57 7 14'4 see-degree 5
65 120 Permutatioos of 56 154 17 1min 12.6 see

degree 5
LF(2,7) 168 Permutatioos of 78 177 13 3 min 15'3 see

degree 7
Q)(l} 192 Permutations of 61 349 56 4 min 40'0 see192

degree 8
Q)(2} 192 Permutations of 89 467 76 20 min 0'2 see182

degree 8
®216 216 Permutations of 76 180 18 5min 28'S see

degree 9
18 minQ)soo 900 2 abstract element s 41 382 110 27'0 see

I I
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A prol1~ for the drowing of lnttmJ

K. FERBER and H. JURGENSEN

THE programme A described here was developed by the second author in
1965/66. It was established when a number of lattices of subgroups had to
be drawn for [2], but it was organized in such a way that it is equally effi­
cient fir drawing a diagmm ~ any finite semi-mler fir which tbe
relations of reflexiveness, transitivity, and antisymmetry hold. However,
for this report we shall use the terms occuning with a lattice of subgroups,
such as "subgroup", "order", "conjugate", "class of conjugate subgroups",
etc.

For the programme A all subgroups of a group G are numbered in a list
Lo: (1) = Uo, Uh..• , U; = G in a fixed way. We shall refer to i as the
list-number of Uj• In the diagram to be drawn, the subgroups are represent­
ed by circles or squares containing the list-number of the subgroup in the
numbering rrentiored above. If circles (squares) are connected hOOzontilly,
tbe carespoOOing subgroop; are corYuga1e,if they are coorected vertically,
the lower me is a maximal subgroopof the higrer <R (see Fig, 1).

FIG. 1
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The input for the programme A is a paper tape with the following infor-
mation about the lattice L(G) of subgroups of G:

(1) the number k of classes of subgroups conjugate in G,
(2) the number n of subgroups of G,
(3) for each class K; of conjugate subgroups Ui1, ••• , Ui1l1 of G:

(a) the order of these subgroups,
(b) the list-numbers it, . . ., in"
(c) for each Ui, EK, the list-numbers of its maximal subgroups in the

numbering mentioned above.

A paper tape with this information is provided, for example [1], by a pro­
gramme (J> implemented on an Electrologica Xl, which determines the lattice
of subgroups of a group G from generators of G. The programme A which
has been implemented on a Zuse Z22 reads this tape and punches a data
tape for the plotter Zuse 264. For this the programme A needs some addi­
tional information about the size and shape of the diagram wanted.

The following data for the drawing may be prescribed :

(1) the radius r of the circles representing subgroups (or half the side of
the squares),

(2) a (common) ordinate for the centres of circles representing a class K;
of conjugate subgroups,

(3) an abscissa of these centres for each subgroup.

If these data are not prescribed, the programme A puts r = 3 mm and
tries to find suitable ordinates and abscissas. This is done in the following
way.
An ordinate is calculated as a function which depends linearly on the

radius r and logarithmically on the order of the subgroups in Kj• The abscis­
sas are calculated by the programme only under special conditions : G must
be a p-group or a group of order pmq, where p and q are primes and p< q;
moreover, when U, V are subgroups of G, U maximal in V, I U!= p' q, IVI=
pSq, it is not allowed that there exists a subgroup W of G with I w] = iq
and r-« t-«: s. Geometrically this means that the diagram of the lattice of G
must consist of at most two "branches".

For groups satisfying these requirements the set of all subgroups of order
pj, 0 ~j~ m, is called the first branch BI, the set of all subgroups of order
piq is called the second branch B2 of L(G); the set of all subgroups whose
order is the product of i primes is called the ith layer Lj of L(G). Lj n Bi is
called the row R/.

In order to calculate the abscissas for BI, the row R~,containing the
greatest number of subgroups is determined, and the abscissas for these
subgroups are defined from left to right according to the sequence in which
they occur on the data tape. All other rows are arranged in such a way that
their geometrical centre has the same abscissa as the one of R!.
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U € R~_l

FIG. 2

The abscissas for the subgroups in B2 are determined in two main steps.
First, consecutive rows of the first branch are considered. Let U be the

first subgroup in the row RLl'V be the last subgroup in Rf, Wbe the first
subgroup in Rf . Then the abscissa x, for W is determined in such a way
that V is left of the line connecting U and W and has a certain distance
from it (see Fig. 2). From Xli' the abscissa Xci of the centre of R1 is found.
This calculation is done for all i; I .,.;i.s;;m, and the maximum X of the Xci

found. Then all rows R1 are moved to the right until the abscissas of their
centres coincide with x.
Second, a similar procedure is performed for consecutive rows of the

second branch. Let U be the last subgroup of R~_l>V be the first subgroup
of R1_1and Wbe the last subgroup of R~(see Fig. 3). It is tested if V is to
the right of the line connecting U and Wand has a proper distance from it.
If not, the second branch is again moved to the right until this is the case.
This procedure is performed for all i, 1< i os;;m + 1.
From the maximal abscissas and ordinates the size of the diagram to be

drawn is obtained. If this is too large, the radius r chosen for the circles is

U € RI_l
FIG. 3
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reduced by 1 mm and the coordinates are calculated again, until either the
size is small enough for the plotter or the radius is reduced to 1 mm. The
size of the diagram is then printed or the calculation is interrupted with a
note on the printer.
The programme A next forms a list L1which contains for every class K,

and every subgroup U, EKi:

(1) the list-number lj of Uil'
(2) the number m( Uj) of maximal subgroups of Uil'
(3) the list-numbers 6f these maximal subgroups in the list Lo.

As we shall describe later, in the course of the programmeall these numbers
are inverted when the information they carry has been used for the con­
struction of the data tape for the plotter. Hence in the following descrip­
tion some of these numbers may be negative. In this description we
shall say that A draws the lattice instead of saying more correctly that A
punches the tape for the plotter which draws the diagram representing
the lattice.
The programme A contains the following two main subroutines working

on the list L1. Given a class K the subroutine "maxclass" searches for the
subgroupU E K whose list-numberhas greatest absolute value among those
subgroups which have positive list-number or have a maximal subgroup
with positive list-number.

Given a subgroup UE K the subroutine "classconj" has the following
effect:

(1) if the list-number of U is still positive, "classconj" draws U and all
its conjugates with greater abscissas and positive list-numbers and
then inverts all these list-numbers; the conjugate subgroups just
drawn are connected by horizontal lines;

(2) let the subgroup drawn last be V. Then a subgroup WE K is deter­
mined: If V is the last subgroup of K then W = V, otherwise W
is the next subgroup of Kjright to V. If !no subgroup, is drawn by
"classconj" W = U.

Using these two subroutines the programme A works through the list of
all classes beginning with the last one, i.e. the group G itself. For a class K
first the subroutine "maxclass" is called and searches for a subgroup U EK
with the properties described above. If there is none, "maxclass" is called
again for the next class until the list of all classes is finished.

(*) Otherwisefor this subgroupU "classconj"is called which finally deter­
mines a subgroup WE K. Then A searches for a maximal subgroup U' of
W with maximal positive list-number. If no such subgroup exists, A
starts "maxclass" again for the same class K. Otherwise a line is drawn
from W to U' and the list-number of U' is inverted among the entries for
the maximal subgroups of W. If none of the entries for the maximal sub-
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groups of Wis positive, also meW) is inverted and "classconj" is started with
the class K' to which U' belongs, and determines a subgroup W' EK'. Then
A searches for the subgroup V" with maximal list-number among those
containing W' and having a positive entry for W'. If there is none, "max­
class" is started again with still the same class K. Otherwise W' and V" are
connected by a line and the entry for W' as a maximal subgroup of V" is
inverted. If V" has no further positive entry in the list of its maximal sub­
groups, m(V") is inverted. In any case A then starts again at (*) with V"
instead of U. The programme stops when the class Ko is reached and all lines
are drawn.
It may be mentioned that there is also a subroutine which inverts all list­

numbers of non-normal subgroups in L1, so that, if required, only the lattice
of normal subgroups is drawn.
The following improvement is planned for the programme. Whenever

there is no subgroup V" which contains W' as a maximal one, the pro­
gramme starts "maxclass" again with the previous class K For the drawing
of the lattice it would save time to continue instead with a "neighbouring"
subgroup W* of W', which is still denoted as being maximal in some sub-
group.
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~ ronstnJdion of tm droroder tOOk of a finite
group from gemrotOlS and nJntions

JOHN McKAY

Introduction.There are six problems in determiningthe character table
from the generators and defining relations for a finite group. They are

(a) derivation of a faithful representation,
(b) generation of the group elements,
(c) determinationof the mapping of an element into its conjugacyclass,
(d) derivation of the structure constants of the class algebra,
(e) determination of the numerical values of the characters from the

structure constants, and
(f) derivationof the algebraic from the numerical values.
Use of the methods is illustrated by the construction of the character

table of the simple group Js, of order 175,560, which is given in the
Appendix in the form output by the computer.
G denotes a finite group of order g having r conjugacy classes C, of

order hi> i = 1, .... r. Cj' is the class inverse to C; A(G, C) denotes the
group algebraof G over the complexfield C.

Derivation of a faithful representation. Enumeration of the cosets of a
subgroupH of G gives rise to a permutationrepresentationon the genera­
tors and their inverses. The representationso formed is a faithful represen­
tation of the factor group GIN, where N = n x-1Hx, known as the "core" of

XEG
H in G. The representationwill be a faithful representationof G whenever
H contains no non-trivialnormal subgroupof G. There are three require­
ments in particular for representations to be useful for computing pur­
poses. Firstly, the representationof an element shouldbe unique; secondly,
it shouldbe representablewithin the computersufficientlyeconomicallyto
cause no storage problem; and thirdly, it should be such that the product
of two elements can be derived quickly. For the smaller groups these require­
mentsmay be relaxed,but for large groups they are essential.
Both permutation representations and faithful irreducible representa­

tions of minimal degree are suitable for computerwork. Multiplicationof
permutations is fast but it is often easier to find a matrix representation

89
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more economical in space. Frame's work [1] on extracting the common
irreducible constituents of two permutation representations appears to be
promising as a basis of a method for doing this.

Generation of the group elements, One method for generating all elements
of a group G is to compute the Cayley table. This method is quite satisfac­
tory for groups of very small order but it is clearly of little use when work­
ing with large groups because the computation increases, at best, with g2.
A method with computation time linear in g is called for.
Let

G (= Ho):J HI:J H2:J ... :J H, be a chain of subgroups,
and let

be a coset decomposition of Hi'
Hi can be generated systematically from Hi+! provided a faithful repre­

sentation on the coset representatives and the generators of Hi is known
and Hi+! itself can be generated systematically using this representation.
Repeated coset enumeration will give G from the subgroup H; A solution
to the following problem is required, see [2]:

given Hi: rk(g!, g2 , ... , gs) = 1, k = 1,2, .. "mi,
and Hi+I: {Wj(gl, g2, .. "gs)}, j = 1,2, ,," ni,

derive a presentation of Hi+l: rk(gI' g2"'" gs) = 1, k = 1,2, ... , mi+l'
There are two special cases of this technique which prove very useful. By
taking just the identity subgroup of G, we may enumerate the cosets of the
identity which are just the elements of G. This is a satisfactory method for
generating all the elements of a group of moderate order. The other special
case is when G ::J H and the elements of H can be generated directly as matri­
ces compatible with the representing matrices of G. This last case is illus­
trated by the generation of J1by taking H::= PSL (2, 11) (see Appendix).

To find the coset representatives, we use

LEMMA. 'l1ue eUstsfor eoth Uwk i ( =!= 1) a roset HXk wUh k -< i sum that
either (i) HXi:= HX~jl or(ii) HXi:::; HXkgjfor somegenerator gj of G.

All new cosets, except the first, are introduced in the middle of a relation.
There is therefore a coset of lower index adjacent to the new one. Coset col­
lapse will affect these adjacent cosets by possibly reducing their index.
A coset of lower index to the right gives rise to situation (i) and to the left
yields (ii).

We can generate the representing matrices on the coset representatives
from those on the generators of G by seeking the coset HXk for increasing
i = 2, 3,.", n and forming cP; == CPkgj-l or <Pi= <Pkgj where CPk is a coset
representative of HXk'
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The mapping of an element into its conjugacy class. A functionf on G is a
class function if

f(x) = f(y-Ixy), x, y E G.
f induces an equivalencerelation on the elementsof G. We seek a functionf
such that the equivalenceclasses inducedby f are the conjugacyclasses of G.
In order to avoid searching,we seek a local property of x such as the trace,
determinant, or period. There are several groups with representations for
which this local property is easily obtained. By taking the natural permuta­
tion representationof degree n of the symmetric group of n symbolswe see
that two elements are conjugate if and only if the partitions of their disjoint
cycle lengths coincide. The general linear group of all invertible nXn ma­
trices with entries over a field Kpresentsno difficultiessince two elementsare
conjugate if and only if their representing matrices are similar. We know
that ths transformingmatrix belongs to the group since it is the group of dl
invertiblen X n matrices.
From a practical view point, a good set of local invariants that may be

computed easily is the set of coefficients of the characteristic (or minimal)
polynomial. The computation time is O(n3) for a matrix of order n.
If the number of conjugacy classes of G is known, it may be adequate to

examine the characteristic polynomials of a random sample of the group to
attempt to find a representative element of each class and to see which
classes can be separated by their traces alone. The likelihood of success
of the search is dependent on the size of the smallest non-trivial conjugacy
classes. The characteristic polynomial of an element x also gives (by
reversing the coefficients) the characteristic polynomial of X-I.
It is a necessary condition that a representative element of period p shall

have been found for each prime factorp of g. For sufficiency,let Z(x) be the
centralizer of x in G, then a representative of every class has been found if

9 = Lg/iZ(x)i, xE C;,
%

where the summation is over the representatives of all putative conjugacy
classesC; of G.
If so, we shall have obtained a representative for each conjugacy class.

For groups of small order, when it is feasible to store all the elements, one
may alternatively compute the conjugacy class of x directly, forming all
elements y-l xy, y EG. Proceeding in this fashion, the elements may be
arranged so that conjugacy classes are stored as sets of adjacent elements.
The function f then consists of a subroutinewhich searches for the element
whose class is determinedby its position.
Derivation of the centre of the group algebra. Throughout the rest of

this paper, c denotes summation from 1 to r unless stated to the contrary.
The relations

(1)
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defining multiplication of the class sums, Ci = ~ x, summed over all x ECj,

are sufficient to determine the centre of the group algebra since the class
sums form a basis for the centre.
The structure constants OCjjkmay be interpreted in two ways: first, in the

manner in which they occur in (1), and second, OCjjkmay be regarded as the
number of ways z may be formed as a product such that

xy = Z, xE Cj, J'E C,

with Z a fixed element Of Ck•

The latter interpretation is the one used for the computation of the OCjjk'
For each element y representative of Cl,and for all x EC;, the number k

such that xy ECk is found. Let the number of products xy in Ck be Pijk;
h·

then OCjjk= to {Jjjk'

The r3 OCijk satisfy symmetry relations most succinctly expressed by the
relationssatisfiedby Yijk = (hjh)-lOCijk' . The Yijk are invariantunder any per­
mutation of the suffixes and also under the simultaneous inversion of all
three suffixes.

GJlNroction of the nonnal subgrouplattice. We define, for each conjugacy
class, a basic normal subgroup B, of G to be the normal closure of an ele­
ment belonging to Cj•Such a basic normal subgroup is obtainable from the
class algebra by forming the union of successive powers of C, until no new
class is introduced.

The minimal normal subgroups of G are included among the basic nor­
mal subgroups.We use the fact that the lattice of normal subgroupsis mod­
ular and therefore satisfies the Jordan-Dedekind chain condition which
enables us to build the lattice level by level. The first (and bottom) level is
the identity subgroup and the last is the whole group. The number of levels
is the length of a principal series for G. We shall denote the ith level of nor­
mal subgroups by Lj• The identity subgroup is taken as Lo.
Let n, denote a normal subgroup. The computation follows the inductive

scheme:
M; = {nil, ... , nit};

nij EEi+ 1•• nil :::J nil.•for some k, otherwise nijE Li;

Mj+l = {njjnikl njj, n« ELi} Us,1;
and proceeds until M, = {G}. To start we take Ml = {B2, ••• , Br}.

The numerical characters from the structure constants. Let RS be an irre­
ducible matrix representation of the group algebra A(G, C). From (1) we
find

RS(cjcj) == RS(cj)RS(c}) :::::L (XjjkR"(Ck), 1.,;;. ~j """r. (2)
k
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Now RS(cj) commutes with every ~(x), x EA(G, C), and since ~ is irre­
ducible we may use Schur's lemma, hence

(3)
where d (= ds) is the dimensionof RS, and m: is a scalar.

Substituting (3) in (2) and comparing the coefficients of both sides, we
obtain

mimj = L (l.ijkmi, l.e;; i,j ""r,
k

which may be written
Aims ::: mfM, [At]Jk = 'Xijk, 1"'" i,j, k "'"r.

(4)

(5)
This collection of r sets of matrix equations is fundamental to the computa­
tion of the characters.We shall show that the matricesA', 1"'" i <!6 T, have a
unique common set of r eigenvectors.
First we find the eigenvalues of A '. Recall that RS is a homomorphism of

G into a group of dX d matrices. The identity of G maps into the identity
matrix Id•From (3) we deduce m~= 1. But m~ is the first componentof the
vector m' and so (5) has a non-trivial solution. Therefore

det (AI-11f;I) = 0, 1 •••i "'"r. (6)

This is true for all s = 1, 2, ... , r, hence the eigenvalues of Ai are m:,
1"';'S""'r.
We use the row orthogonality properties of the characters to prove the

nr', 1 •••S'" T, to be a linearly independent set of vectors. First, we need the
relation between the components of these vectors and the characters.
Take traces of both sides of (3) to derive

hi'lt = nf;da,
hence

(7)

The row orthogonality relations are :

:L hlttx~= g (jar, 1 "'" s, t "'"r.
j

(8)

Defining the r Xr matrices M and X by

Mat = m;, x: = X~, then MX* = diag { :"1' L,..., :r}
where * denotes complex conjugate transpose. The diagonal entries g/djare
all non-zero, hence the rank of Mis T.
Let x be a vector such that Aix = mfx for all i = 1,2, ... , r, then

x = L alml. Suppose a, ~ O. Then

Latm~mt = 'L,atmfmt, i = 1,2, ... ,r,
t t
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hence

and so

We have the followingsituation.
The entries in the ith column of M are the eigenvaluesof Ai and the

rows of M correspond to the common eigenvectors normalized so that
mf = 1. If the entries in the column ofM correspondingto the eigenvalues
of A' are all distinctthen the wholematrixM can be determinedfrom the
matrixA' alone. This, however, is not usually the case. An extreme case
occurs when G = Z2XZ2X ... XZ2, the direct product of n copies. of the
cyclic group Z2. Here each columnof M (except the first) has entries ± 1
each sign occurring 2n-1 times.
A method is described to overcome the difficulty inherent in multiple

eigenvalues.
The idea of the method is that if a matrix has distinct eigenvalues,then

the eigenvectorsare determinate(each to within a scalarmultiple).
Let U;, i = 1,2 , ... , T, be indeterminates and consider the matrix

ifJ = L ujAj which has eigenvalues L Ujmf, 1.,;;:; S .,;;:;T.
I I

By choosing suitablevalues for the indeterminateswe can arrange that the
eigenvaluesare distinct; if so, the eigenvectorsof ifJ are just m', 1 "'"s ~ T.
For computational purposes we replace the indeterminates by random

numbers.We may then associate a probability to the numerical separabil­
ity of the eigenvalues.
We require that for each p =1=q (= 1, 2, ••• , r) the eigenvalues corre­

spondingto mP and mq shouldbe separable,i.e.
I L Ojmf- r. (Jim? > set) for all p ::j:: q = 1, 2, ... , r,
I I

where the 0i are chosen from some suitable normalized distribution and
e(t) is a small number dependenton the accuracyof the computer.
The largest eigenvalueof A' is 1. We introduce a normalizingfactor of

,-1 and choose OJ to be the coordinates of a point on an n-dimensional
hyperellipsoidof semi-axeskjl/2 so that OJh}/2 are points distributed on
the hypersurface of an n-dimensional sphere.
A detailed error analysis is hindered because of lack of adequate prior

knowledgeof the m".
The numericalmethod for solvingthe eigenvalueproblemis the acceler­

ated QR method [3]. The eigenvectors are found by inverse iteration.
Derivation of the algebraic form from the numerical. By normalizing

the solutionvectors of ifJ so that the first componentis unity, we have the
numerical values of m:. To find the dimension of the representation we
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.use the relation, derivable from the row orthogonality relations

1 " lis 12 _ 1-4-T m; - d2'g, I S

By multiplying mf by d, and dividing by hi we find the numerical charac­
ters. As decimal numbers, these are of little interest; we would prefer them
in an algebraic form.

For a representation of degree d over the complex field and an element
of period p,

d
x(x) = L rotl, 0""" ti """p-l,

i=1

where (1) is a primitive pth root of unity. Let XN(X) be a numerical approxi­
mation to X(x). We may rearrange the terms so that tl 0;;;; 12 ~ . . . ~ td.d+P-l)There are ( d such sequences. We could generate the sequence sys-

tematically startingat 0, 0, ... , ° and endingatp - 1, p- 1, ... , p - 1, and
examine the value of the cyclic sum each yields. We can improve on this.
The problem may be visualized geometrically in the complex plane as
follows :

Each root of unity may be represented by a unit vector which lies
at an angle which is a multiple of 'br/pto the horizontal. We form a sum of
these vectors by joining them up, end to end. We seek such a sum starting
from the origin and reaching to X(x). We generate the sequences described
above but check to see whether, after fixing the first s vectors, the dis­
tance from the sum of first s terms to XN(X) is less than d-s; if not, we
alter Is.
Even with the above improvement, the algebraic form of the character

of an element of period p in a representation of degree d such that p, d » 10
would be very time-consumingto determine, and in cases such as presented
by the representations of 110 this is out of the question. The following
fact may be used: among the terms of the sequences computed may be
some whose sum contribution to the total is nil. Each such subsequence
may be decomposed into disjoint subsequences each containing a prime
number of terms. These correspond to regular Pi-gons for prime Pi' From a
computational viewpoint this implies that, provided u ;:;.0, we can attempt

k
to fit xNCx) with only u = d- L CiPi (Ci ;:;. 0) terms where Pi are pirre

i=1
divisors of p. We now compute the values that L cip, can take.

i

If p has only one prime factor, the values assumed are multiples of
that factor.
Let PI, P2 be the smallest two distinct prime factors of p. All integers not

less than (PI-I) (P2- 1) are representable as ClPl +C2P2 (Cl' C2 ;:;.0). In
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cases when (Pl- 1) (P2- 1) > d, values not greater than u are computed
directly.
All integer valued characters are extracted before attempting to match

terms because certain values, e.g. - 1, are time-consumingto fit.
The above discussionhas not taken into account that only an approxi­

mation to the numericalvalue of x(x) is the starting point. If two distinct
values of sums of roots of unity differ by less than e in modulus,where e
is the accuracyof computationof the value of XN(X), then the results of the
above algorithmwill not necessarilybe correct.A lower bound is required
for the non-zero values of

d d
P(ro) = IIrokl- L roml I 0 ~ k;,m, ~ p-l.

.=1 ;=1

By forming the product of the conjugates of P(o) we obtain a lower bound
IP(w) ;:;..(2d)2-p.

Results. Charactertables have been computedfor all non-abeliangroups
of order less than 32 from definitions in Coxeter and Moser [4] and for
the non-abelian groups of order 2n (n ,.. 6) from definitionsin Hall and
Senior [5].The character table of 11 has been computed as described in
the Appendix.

ApPENDIX

A brief description of the determination of the character table of
Janko's first new simple group It, of order 11(1P-I)(ll+ 1) = 175,560,
is given, see [6]. The work has been carried out on a KDF 9 computer
with 16Kwords of fast store, of which 4K were used to contain the pro­
gram.
Throughout, the capital letters A, B, C, D denote matrices representing

a, b, c, d respectively.
We take as a definition,due to G. Higman, of II:

a2 = (ab)2 = b5 = 1, b-1ebe2 = (ac)3 = ell = 1,
d2 = dbdb= = (cd)2 = (ad)6 = (ae2d)5 = 1.

We note that fa, b, c} generate a subgroup H isomorphic to PSL (2, 11),
which is the group of 2 X2 matrices of unit determinant over GF(ll)
with the centre factoredout, i.e. eachmatrix is identifiedwith its negative.
The 660 matrices of PSI~2,11) are generated systematically.
This representationis extended to a tensor representationof dimension

7 by treating the transformationsx +- ax+ by and y -e- ex + dy as acting
in the space of homogeneouspolynomialsof degree 6 in X and y. In this
space x8-y +- (ax + by)6-r(ex + dy)'. This representation extends to a
faithful representation of h
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By choosing matrices 'Ofsimple form for A and C EPSL (2,11), we find
correspondingly simple forms for B (= OAC3AC4A) and D.

We-take A = L~~lC = [~ !]. deriving B = [~ ~lIn the tens 'Or

representation these extend to

'0 '0 '0 '0 '0 '0 1 f4 0 0 0 0 00- r 1 6 4 946 1

'0 '0 '0 '0 '010 '0 0300000 0 1 5 1'0 1'0 5 1
'0 '0 '0 '0 1 '0 '0 0050000 '0 '0 1 4 6 4 1

A= 0 0 '01'0 '0 '0 '0 B= '0'0'01'0'0'0 , c= 10 0 0 1 3 3 1,
'0 '0 1 '0 '0 '0 '0 '0'0'0'09'0'0 '0 '0 '0 '0 1 2 1
'01'0 '0 '0 '0 '0 '0 0000040 '0 '0 '0 '0 '0 1 1
1 '0 '0 '0 '0 '0 '0 I 0000003- r'O '0 '0 '0 '0 '0 1

We now need the representing matrix for d.d commutes with b, hence
djj = 0 except when i = j 'Or bj = bjj (i ::j: j). This simplifies the possible
form 'OfD to that 'Ofa diagonal matrix augmented by non-zero entries in
the (1, 6), (6, 1), (2, 7), (7, 2) positions, We compare CD and DC-I.C-I
has entries (- l)j-ic;j. From the first row and entries (2,2) and (3, 7) we
derive the form

D=

x 'U
o -x
o 0
o 0
o 0
D 0
o 0

~ g g -~w ~lj
x 0 0 0 0
a-x 0 0 0
o 0 x 0 0
o 0 a-x (1
o 0 0 0 x

but d2 = l,hencex = ± 1.
Comparing (AD)3 and (DA)3 = (AD)-3, we 'Obtainfrom the (2, 1) entry

- WX2 = 2w3, hence w = 0 'Or2w2 = - 1 giving w = 0,4, 'Or7.
Finally checking (AC2D)5 = 1 gives the unique solution w = 7, x = - 1.

These matrices were manipulated using a matrix multiplication program
for use with an 'On-lineconsole to a PDP 8 computer,

The cosets 'OfH in h are enumerated and the 266 coset representatives
found. By examining the characteristic polynomials 'Ofa random sample
'Ofthe group representation (elements 'Ofthe form h.x, where hi EHand Xj

is a coset representative) we can distinguish 15 conjugacy classes. Of these,
7 may be distinguished by their traces and 6 by the first tW'Ocoefficients,
The tW'Oremaining classes include the identity and S'Omay be separated
by examination, The trace 'Ofthe square 'Ofthe matrix is computed instead
of the second coefficient.
The rest 'Ofthe computation f'Oll'OWSthe method described in the paper.

Approximately 1,800,000 matrix multiplications are required, each matrix
, being 'Ofdegree 7 'OverGF (11). The computation 'Ofthe class algebra took
eight hours and the construction 'Ofthe final character table from the class
algebra took less than tW'Ominutes.
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Character Table

Class 2 4 6 7

Order 1463 5852 5852 5852 9240 9240 9240

Period 2 19 19 19

1:

2: 56 0 2 2+4c2 2+4cl - 1 - 1 - 1

3: 56 0 2 2+4<:1 2+4c2 - 1 - 1 - 1

4: 76 4 0 0 0 ~:::s-
5: 76 - 4 0 0 0 :lI

6: 77 - 1 2 2 ~
7: 77 - 3 2 2cl 2c2 ~~
8: 77 - 3 2 2c2 2c1

9: 120 0 0 0 0 2c2 + 2c3 + 2c5 2c4 + 2c6 + 2c9 2c1+2c7+2c8

10: 120 0 0 0 0 2c1+2c7+2c8 2c2+2c3+2c5 2c4+2c6+2c9

11: 120 0 0 0 0 2c4+2c6+2c9 2c1+2c7+2c8 2c2 + 2c3 + 2c5

12: 133 5 - 2 - 2 0 0 0

13: 133 - 3 - 2 1+2c2 1+2c1 0 0 0

14: 133 - 3 - 2 1+2c1 1+2c2 0 0 0

15: 209 - 1 - 1 - 1 0 0 0



Character Table

Class 9 10 11 12 13 14 15

Order 11704 11704 15960 17556 17556 25080 29260

Period 15 15 11 10 10 7 6 g
:::!
""•..•...•

1 : 1 ;::~•..•.
2: 2c3 2c6 0 0 0 0 C::;.

::::
3: 2c6 2c3 0 0 0 0 ~
4: - 1 - 1 - 1 - 1 ~::::-

l:l
5: -1 - 1 - 1 ..•

l:l~
6: -1 -1 0 0 0 0 - 1 ~
7: 2c3 2c6 0 2c2 2c4 0 0

~
~8: 2c6 2c3 0 2c4 2c2 0 0 l:l

9: 0 0 - 1 0 0 0 ~•.•.
10: 0 0 - 1 0 0 0

•..•.
(1)

~
11: 0 0 - 1 0 0 0 ..•

<:)

12: 0 0 0 - 1 {;
13: 1+2c6 1+2c3 2c2 2c4 0 0

14: 1+2c3 1+2c6 2c4 2c2 0 0

15: - 1 -1 0 -1

\0
\0
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In the table, c indicates the cosine of a multiple of 2n/period. For example,
2+4c2, occurring in the second row of the table as the character of an
element of period 5 in the fourth conjugacy class, is an abbreviation for
2+4 cos (2X2nj5).
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A programme for the calculation of characters
and representations of finite groups

C. BROTTAND J. NEUBUSER

1. Introduction. The programmedescribedin this paper is part of a system
of programmes for the investigation of finite groups. Other parts of this
system are described in [3], [4].

., The programme avoids numerical calculations as far as possible.
Instead properties of the given group which are available from other
programmes have been used to construct characters and representations
by the process of induction. Only when this process does not yield all the
required information does the programme use numerical methods.

The programme has been started as a "Diplomarbeit" [1].We are grateful
to the Deutsche Forschungsgemeinschaft for financial support and to
Prof. K. H. Weise for opportunities given to us at the "Rechenzentrum
der Universitat Kiel". We would like to thank Mr. V. Felsch for valuable
-help in connecting this programme with the one described in [3].

1.1. Notations. All groups considered are finite, they are denoted by
G, H, ... ; (gl, .... ge) is the subgroup generated by the elements gh
... , g, EG; G' = (X-1y-1xyl x, y EG) is the commutator subgroup of
G; Cl, . . . . Cr are the classes of elements conjugate in G; C1= {I}, hi
is the number of elements in C; The structure constants Cjjk are defined by

(1.1.1)

Z is the ring of integers, Zp the field of integers modulo a prime p, C the
complex field, Mh . . . , M, the set of all absolutelyirreducibleCG-modules
with dimensions db ... , d,. 'fl1 is the character belonging to Mi, rljj
its value on C; All representations considered are C-representations, so
irreducible always means absolutely irreducible.

2. Available programmes for tbe investigation of finite groups. Our
programme X for the calculation of characters and representations of a
given finite group G makes use of the data determined by a programme l/J

for the investigation of the lattice of subgroups and of certain other prop­
erties of G. The input for the system of programmes consisting of ~ and X
is a set of generators of G given in one of the following ways:

101
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(2.1) (a) as permutations,
(b) as matrices over the rational field R,
(c) as matrices over Zp,
(d) as matrices overR(5)where C is a fixed root of unity,
(e) as three-dimensional affine transformations considered modulo

certain translations,
(f) for soluble groups as abstract generators with a special kind of

definingrelations [8].
From these generators the programme (/) determines G. For all sub­

groups of G their characteristic numbers (as described in [3]) are stored:
all cyclic subgroups of prime-power order are numbered ZI, . . ., Zn.
Then each subgroup U ~ G is uniquely represented by the n-bit binary
numberk(U) whose ith bit is 1if and only if Z, "'" U.
Some of the lists obtained by (j) are preserved for further calculations.

The programmeXmakes use of a list L, of all elements in the same form
as the given generators, a list L2 of all subgroups, and a list L3 of all
classes of subgroups conjugate in G.
L2 contains :

(2.2) for each subgroup U ~ G:
(a) the characteristic number k(U),
(b) the number of an element in L, which transformes U into a

fixed representativeU of the class of subgroups conjugate to
Uin G;

(2.3) for each cyclic subgroup U ,,;:;;G the number in Ll of a fixed generat­
ing elementu EU.

lJJ contains:
(2.4) for each subgroupU chosenas representativeof its class of conjugate

subgroups :
(a) its order IUI,
(b) the number in L2 of its normalizerNG(U),
(c) the number in L2 of its centralizer CG(U),
(d) one bit each to characterize if U is cyclic, abelian, nilpotent,
supersoluble,soluble, perfect, normal, subnormalor selfnormalizing.

Of the characteristicsubgroupsdeterminedby q,onlyG' is neededby X.
Only for the use in X two further lists are computed.They contain:
(2.5)for each class Cj, 1 ~ i ~ r,

(a) the number of a fixed representative gj in Ll,
(b) the number of elements in Cj,
(e) the order of the elements in Cj;

(2.6) for each element g EG the number of the class containingg.
The class of all elementsconjugateto g EGis obtainedby transformingg

with representatives of the cosets of C,J....g) = Co(g» in G. Since x-1(x =
(X-1gX)i, it is;ufficientto do this for the elements chosen in (2.3).
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3. One-dimensional representations.
3.1. For a one-dimensionalrepresentation r of G we have G' ~ ker r,
Hence f induces a mapping r' : GIG' -C given by

f'(G'g) = z(g) for all g EG. (3.1.1)

Let H= G/G' be of order H = pi' . . . p~'; thenH is the direct product
of its Sylow subgroups SP1' ... , SPI of orders pr', I ~ i ~ t. SPI is a direct
product of cyclic groups of ordersPI", . . . , p11Sj with eil+ . . .+eisj = ei'
Let m = SI + ... + s, and let Xl. ... , Xm be generators of the cyclic
direct factors of H thus obtained. For each .,;'the values -r'(Xj) form an
m-tuple (WI. ..• , wm) with Wj EC and w)Xjl = 1. Converselyall the HI
such m-tuples are different one-dimensional representations of H in C.
3.2. Let G' be in the layer (cf. [3])1:" let S~/G' be the pi-Sylow subgroup

of GIG'. Then S~ is found in 1:el+r by searching for a subgroup which
contains G' and is of order pi1iG'i.The programmefinds a decomposition
of S;'/G' into cyclicdirectfactorsin the followingway :
If S;'/G' is not cyclic, a normal subgroup U with G' ~ U ~ S;, and

UIG' cyclic is searched for in Er+1 which has an S;'-complement V
modulo G' in Er+el-l' If no such normal subgroup U is found in 1:r+1
the search for U is continuedin Er+2 with V in 1:r+e,-2'
If U and V have been found, U is stored away as a direct factor of

S~/G', S~ is replaced by V and the same process is continued. If G is
abelian, L3 yields the informationwhether U = UIG' is cyclic, otherwise
we use that UIG' is a cyclic p-group if and only if there is exactly one
maximal subgroup of U containing G'. All these decisions require only
calculations with characteristic numbers, so this part of X is very fast.

3.3. Let e be a fixedprimitiventh root of unity.Let the classesof a cyclic
group U = (x) of order n be C; = {Xi-I}; then the one-dimensional
representationscan be numbered in such a way that

riC;) = 80-1).(j-l\ 1 ~ i.] ~ n. (3.3.1)

Let the elements of the direct product UXVof two abelian groups U and
Vwith elementsUl = 1,U2, ... , u; and VI = I, V2, ... , vrn resp. be ordered
into the sequence UIVl, U2Vl, ... , unvm. Then a table for U X V corre­
sponding to (3.3.1) is obtained as the Kroneckerproduct of the tables for
U and V. Such a "normed table" of one-dimensionalrepresentations is
first determined by the programme X from the direct decomposition of
GIG'. Then G is decomposedinto cosets modulo G', and for each class C,
of elements conjugate in G the coset gkG' containing C; is found. The
kth row of the "normed table" of GIG' then is assigned to C;
4. Irreducible representations of bigher dimensions.
4.l Factor groups wUh JUith/Ul Unducible ~ns. A representa­

tion Tof G is faithfulon G/ker (7). Those factor groups of G with faithful
CPA 8
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irreducible representationscan be found by applying a theorem of Gaschiitz
[5], For this we give two definitions:
(4.1.1) The socle S(H) of a group His the product of ail minimal normal

subgroups of H;
(4.1.2) a normal subgroup of a group H is called monogenre, if it is

generated by one class of elements conjugate in H.
(4.1.3) THEOREM. A jime group H 1m a JUith/ii UrnducibIe rnprnsentation

if and only if its soc/e S(H) is monogenre.
In the programme this theorem is used in the following way: If Ng is
transformed into Nh by Nx EGIN, then x-1gxh-1 EN.Hence to check if
S(GIN) is monogenic means checking if the subgroup S ~ G with SIN =
S(GIN) is generated by N and one class of elements conjugate in G. In
preparation for this all monogenic normal subgroups Mi, 1 "" i "" s "'"r,
of G are determined. Then for all N <lG, NEE;, 0 ..,.i "'"t -2, where 1:/ =
{G}, the minimal normal subgroups ~jN of GIN are found by searching
for normal subgroups ~ "'" N minimal with respect to this property.
S(GjN) is then equal to SIN where S is the product of all these ~. S(GjN)
is monogenic if for some M,we have S = NM;.
4.2. Induced representations. Let U .,;;;G and M be a C&right-module

of dimension s, T be the matrix representation afforded (uniquely up to
equivalence) by M and let tp be its character. The tensor product

MG = M0cuCG (4.2.1)
is a CG-right-module called the module induced from M. Let ro be the
matrix representation afforded by MG,1pG its character, (1p~u the restriction
of tpG to U. ]'G can be described as follows. Let

G = Ug1U Ug2U .. U Ug/, t = G: U and gl = 1, (4.2.2)

be a decomposition of G into cosets of U. Then, for a suitable choice of
the basis of MG, T"(g)is a t X t matrixof s r;s blocksfor all g E G. The block
(i, j) is equal to T*(gigg;l) where

'l*(x) = {T(X) for X EU
o otherwise.

(4.2.3)

If T is one-dimensional, TG is monomial and
Tfj(g) = T*(g;gg;l). (4.2.4)

Then
t 1

1jP(g)= L Tg(g) = L T*(g;ggjl)
1=1 1=1

(4.2.5)

As a character is a class function, it is sufficient to calculate (4.2.5) for
representatives g EG of the classes of elements conjugate in G.
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4.3. M-groups.
(4.3.1) A finite group is called an M-group if all its irreduciblerepresen-

tations are monomial.
As each irreducible monomial representationis induced ([2] Cor. 50.4),
all irreducible representations of such groups are obtained as induced
representations. In order to find M-groups among the factor groups we
use a sufficient criterion of Huppert [6]:
(4.3.2) THEOREM. Let H baoea solubk normal subgroupK with all Sylow

subgroll/Mabelian such tho/; H /K js supersolubIe,tlm His m M-grolfl
We also use the following remark from [6] :

(4.3.3)A finite groupH has a uniquely determinednormal subgroupU(H)
whith js minimal wUh 1r!SJ1trl to tm J'Openy tho/; its prtopgroup js
supersoluble.ForK <IG we haoe U(H/K) = U(H)KjK.

The programme first determines U(G). If G is supersoluble then U(G) = (1).
Otherwisewe use another theorem of Huppert [7]:
(4.3.4) THEOREM. AjinitegroupHissupersolubkifandonly if all its max-

Unal subgoll/M haDe ¢1m um.
So U(G) is found by searchingthrough all layers .I:j, i = O(1)t- 1, for the
first normal subgroup such that all maximal subgroupsof G containingit
have prime index. For a factor groupGIN, whichhas a faithful irreducible
representation, U(G)N is formed. In order to decide whether GIN is an
M-group U(G)N/Nhas to be checked for the followingproperties:
(1) [s U(G)N/N soluble?
As U(G)N/N2!: U(G)/U(G) nN this can be decidedin the followingway:
(a) If U(G) is soluble, the same holds for U(G)N/N. Solubility of a sub-

group of G is marked in L3.
(b) If U(G) is insoluble,but N soluble,U(G)N/N is insoluble.
(c) Only if U(G) and N are both insoluble, the programmehas to check

if the derivedseriesof U(G)N terminatesbelowN.
(2) Are allSylow subgroups of U(G)N/N abelian?
If all Sylow subgroups of U(G) are marked as abelian in La, this is the

case. Otherwise the programme described in § 3.2 is used to find the Sylow
subgroups of U(G)N/N and it is checked if their commutator subgroups are

contained in N.
As the property of being an M-group is inherited by factor groups, the

checking of (1) and (2) is started with Eo_
4.4. Inclucm 1mmmid ~atWns. We now describe how a subgroup

V can be found whose one-dimensionalrepresentationsyield irreducible
representations of a fixed factor group GIN by the process of induction. The
choice of U is restricted by a theorem of Its ([2] Cor. 53.18):
8'
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(4.4.1) THEOREM. 1he cinmsion qf m UreduibIe ~n qf a group

H is adivisor of the index of eachabelian normal subgroupA ofH.
We call the greatest common divisor of the indices of the maximal abelian
normal subgroups of H the It&index i(H). By (4.4.1) we have to find a sub­
group U~ N such that G: U I i(GjN). In order to determine i(GjN) we search
for K; a G with N a K;,KdN abelian, and maximal with respect to these
properties. Then i(GjN) is calculated from the orders of the K; listed in La.

We also use L dr = 1G I. As there are IGjG'lone-dimensional represen­
;=1

tations, only r-IG/G'I representations of dimensions ;-,.2 are missing. For
their dimensions we have:

r

L dl = 1 G 1 - 1 GjG' I·
;=/G/G'/+1

Hence 2 ~ G : U""", VIGI- IG/G'I-4(r-IGjG'I- 1) is a restriction for
the index of U.
Finally we can restrict the search for U to representatives of the classes

of subgroups conjugate under G, as conjugate subgroups yield equivalent
representations.
The kernel Va Uof the one-dimensional representation Tof U used for

the induction process must satisfy the requirements
UjV cyclic,

N = ker TG = n vg.
gEG

(4.4.2)
(4.4.3)

The programme X deals with all factor groups GIN with faithful irredu­
cible representations in turn. If GIN cannot be recognized as an M-group
by (4.3.2), the user of the programme is informed that possibly not all
irreducible representations of GIN will be found. In spite of this, the pro­
gramme tries to find irreducible monomial representations of G/N.

First, the programme searches for subgroups U E 1:" S "'" t-l, such that
N a U and G : U is a dimension allowed by the restrictions. Then subgroups
VE E;, i-« s- 1, Va U are searched for, which satisfy (4.4.2) and (4.4.3).
This is done in the following way: if VaG then also Va U.Otherwise the
normalizer NG(V) is determined from L2 and La. If U.« NoM we have
V a U. UIV is cyclic if and only if for each prime pi u/v there is exactly

I
one maximal subgroup of index p in U,containing V. If VaG we must
have V= N, otherwise the intersection of all conjugates of V in G is formed
and this must be equal to N. If V is found, meeting all requirements, N, U
and V are listed.

For the determination of faithful one-dimensional representations of
UjV we have to find an element x EUwith (x, V)= U.This is found as a
generator of a cyclic subgroup Z of G meeting the following requirements :
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z",,;; u, z + V and zv"l;:; Mi for all maximal subgroups M, of U contain­
ing V.

The whole process described in § 4.4 needs only calculationswith charac­
teristic numbers and hence is rather fast.
4.5.A test foriTreducibility. We use the inner product of characters

(1p, X) =m g~G 1p(g}X(g) (4.5.1)

to check the irreducibility of TG.By a special case of Frobenius' reciprocity
theorem ([2], 38.8), for any character 1p of a subgroup U~ G we baoe

«1pG)v, 1p) = (1pG,1pG). (4.5.2)

Since a character X of a representation of G is irreducible if and only if
(X, X) = 1, we have:

1pG js UretluibIe if and only if

«1pG)u, 1p) =m ,,~u 1pG(u)1jJ(u) = 1. (4.5.3)

Let e be the exponentof G. Then the values of 1pG, and hence IUI '«(lpG)u, s),
are sums of eth roots of unity, i.e. sums of powers of a fixed primitive
eth root of unity, e say.
For the calculation of the sum (4.5.2) we count in a list Lthe number nJ

of times c;i, 0 ~j "" e - 1, occurs as a summand of IUI' «1pG)u, y). We then
use the fact that a sum of nth roots of unity is equal to zero if and only if it
can be decomposed into sums over cosets of nontrivial subgroups of the
group of al lnth roots of unity ([9], p. 240). Because of this theorem the pro­
grammeproceedsas follows: for each divisor d of e and each 4 0 "" i =Ei a,. 1,
the smallest of the numbers tu, nd+j, n2d+j, ... is subtracted from all
these numbers. 1pG is irreducible if and only if, after doing this, no = UI
and n, = Oforalli, 1",,;;i",,;; e- I.

4.6. 'The calculation ofinducedrepresentations. The programme deals in
turn with the triplets N, U,Vpreviously found. First G is decomposed into
cosets of U, then for each faithful one-dimensional representation T, of
U/V the calculation is performed in four steps:
(1) Ti is calculated in the same way as described in § 3.3 for the one­

dimensional representations of G.
(2) The character-values X~j) of the induced representations 1)G are calcu­

lated for representatives of the classes of elements conjugate in G.
(3) The irreducibility of TC! is tested by the method described in § 4.5.
(4) If Tf passes the test, the values of x~j) are brought into a normal form

by a method analogous to that described in § 4.5, and are compared
with the list of irreducible characters previously obtained in order to
decide if Tf is a new irreducible representation.

If required the kernel of rt, the matrices representing generators or all
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elements of G in TJ, are computed and printed. The programme stops as
soon as rirreducible representations have been found. This often happens
long before all triplets N, U, V have been investigated.

4.7. In debuggingthe programmewe have used the special version (2.1 d)
of the programme 1>to generate a matrix group from the images of the
generators of G under an irreducible representation T.This must be iso­
morphic to GJker T.

5. The numerical part of the programme.
5.1. The part of the programmedescribed so far finds only the monomial

irreducible representations and characters. For low orders there are very
few groups having non-monomial irreducible representations. Up to order
96 there are one of order 24, four of order 48, one of order 60 and two of
order 72. No method is included yet in our programme for the determina­
tion of non-monomial irreducible representations, but at least an attempt is
made to complete the character table by a more numerical part of the pro­
gramme. For its description we define:

(5.1.1)

Then from [2], p. 235,
(5.1.2)

we have
rL (Cijk-bikW)s»W~) ::::0,

k=l

i.e. for each s the r valuesw~s),1 ~ I ..,. r, belongingto the sth charactersatisfy
the ,2 equations

(5.1.3)

rL (Cijk- bikXj)Xk = 0, 1 ~ i,j >:i$. r.
k=l

(5.1.4)

To solve this system we choose a fixed j = i« and consider only the requa­
tions

rL (Cij"k- OikXjo)Xk = 0, 1 '""i ~ r.
k=l

Then for each s, 1..,. s ..,. r, the vector (wis), • • • , w~» is an eigenvectorof the
matrix (cijo!<) belonging to the eigenvalue w)!). If for some i« this matrix has
r different eigenvalues, the eigenvectors are essentially uniquely determined
and hence must coincide up to a factor with the vectors (wr), ... , w~»),
1~ s ..,. r.This factor is calculated from

w(s) - !!!_ Xes) = ]
1 - ds 1 .

(5.1.5)
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From [2), 31.18,

(5.1.6)

we obtain the dimensions db' .. , d,and hence the values xV).
In our programme we use the characters already obtained by the process

of induction to reduce the task of finding the eigenvalues of the (Cjjk) as
roots of the characteristic polynomials.
5.2. For the numerical programme we first compute the structure con­

stants Cijk' Let Xl, ... , x, be representatives of the r classes of elements con­
jugate in G. Then for all k = 1(1)r and all bE C, the number of solutions of
bx = Xk in Cj is counted.

For each matrix (Cijk), 2 ~j~r, its characteristic polynomial is computed
by the Hessenberg procedure [12]. Zeros of this polynomial belonging to
known characters are split off and the zeros of the remaining polynomial are
computed by the Bairstow procedure. For a simple root of this polynomial
a character is found as an eigenvector.

The numerical method described above does not work if there is a non­
monomial character rY> such that for each j there exists s' =1= s with
X}S) = xt). This case has not yet been covered in our programme, but we
intend to replace the numerical part by a method proposed by John D.
Dixon t which makes use of the fact that the vectors w('), 1~ s oE r, are essen­
tially uniquely determined as common eigenvectors of all matrices (C;jk),
1 ~j ~ r. An outline of this method in included in the survey [10].
6. Experience with the programme. The programme has been run for

all groups contained in [11) and for several other examples, e.g. it has been
used in the investigation of finite groups of 4 X 4 integral matrices. Typical
running times for the programmeX(which is implemented on an Electro­
Iogica Xl with 20K core-store of 27 bits each and an addition-time of
64 fJsec) are the following:

For the symmetric group on 4 symbols 6 see, for a certain group of order
72 with 24 classes 2 min 10 see, for another group of order 72 with 6 classes
37 see, for a group of order 88 with 55 classes 1 min 45 sec.
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The characters of the Weyl group E;

J. S. FRAME

1. Introduction. The group F of order 192·10! = 21435527:::; 696,729,600
whose 112 absolutely irreducible characters (all rational) are described in
this paper is isomorphic to the Weyl group Es. The group F itself is de­
scribed by Coxeter [1]as the &dimensional group 3[4,2,1] of symmetries of
Gosset's semi-regular polytope 421, and it is the largest of the irreducible
finite groups generated by reflections. Its factor group A = Fie with re­
spect to its center C = {I, -I} is the orthogonal group of half the order
investigated by Hamill [7] as a collineation group and by Edge [2] as the
group A of automorphisms of the non-singular quadric consisting of 135
points of a finite projective space [7]. The simple group denoted FH (8, 2)
by Dickson is a subgroup A+ of index 2 in A = FIC.
The 8-dimensional orthogonal representation of F, called 8, below,

contains a monomial subgroup M of order 278 !, consisting of the products
of 8 ! permutation matrices by 27 involutory diagonal matrices of determi­
nant 1. There are 64 right cosets of M in the double coset MRM of M gen­
erated by the involution R:

R = [[4-E - Ej where E = t ~~\ 11 ~J= E2 (1.1)
- E 14-lE 1 1 1 I

111 1

Here 14 is the 4X 4 identity matrix. Each matrix in MRM has 7 entries
± 1/4, and one entry ± 3/4 in each row and column, and the product of the
entries in any row or column is negative. The remaining 70 right cosets of
M in F lie in the double coset MQM where

_ ,_ [I-E -E] [I-E E] _ [1-2E 0 ]Q - RR - - (1.2)-E 1-E E 1-E 0 1-2E
For each row or column of a matrix in MQM there are four entries 0 and
four entries± 1/2 aod the {XOductof tbe four signs has a common value fir
fbe eight rows, aod a common value fir the eight cohnnns.

If the signs in row 8 and then in column 8 of all the 8 ! permutation ma­
trices of Mare dlanged, tbe resultinggroop isomaphic with 88 can be cern­
hired with tbe matrixR of (1. 1), ating in the role of the transposition(8 9),

III
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to produce a subgroup S of F of index 1920 isomorphic to the symmetric
group S9.
We denote the 112 irreducible characters of F by their degrees marked

with a subscriptx, y, Z, or w to indicate one of four types. The symbols700,
and 7OO.udenote two different characters of degree 700 and type x. The 67
characters of Fthat are irreducible characters of FIC include 27 associated
pairs classified as type x, and 13 self-associated characters classified as
type y. The remaining 45 faithful characters of F include 20 associatedpairs
classifiedas type Z and 5 self-associatedcharactersof type w. Pairs of associ­
ated characters are equal for elements of the even subgroups F+ of For A+
of A, and have opposite signs in the odd coset of F+ of A+, while self­
associated characters vanish in these odd cosets.
We also classify the classes into four types a, b, c, d as follows.Of the 40

classes of elements of A in A +, the 25 classes Co of type a split into pairs
of classes Ca and - C; in Fin which an element of F+ is not conjugate to
its negative,whereas15 classesCb of type b do not split in F. Of the remain­
ing 27 classes of A in the odd coset of A +, 20 classes C; split into pairs C,
and - C, in F with elements not conjugate to their negatives, and 7 classes
Cd of A do not split in F. This classification enables us to partition the
112 x 112 character table as follows.

Character Class Characterblocksof F (1.3)
blocksof A No. type No.

X. X. Y. 25 ! C,!25!25 X. X. Y. z, z. W.

- C. 255 X. X Y. I-z. -z. -W.I •

IXb Xb Yb 15 Cb 15 Xb I Xb Yb 0 0 0

x -x. 0 20 { C. 20 Xc -X. 0 I z.1 -z. 0e
_1_1

I Xd
-Cc 200 Xc -x 0 -z. Z, 0I --.

-X. 0 7 Cd 7 Xd I-x. 0 0 0 0
i
27 + 27 + 13 = 67 112 = 27 + 27 + 13 + 20 + 20 + 5

All the 112 x 112 entries of the character table may thus be displayed in
four square blocks totaling 402 + 272+ 252 + 202 = 3354 entries, of which
the first two blocks describe characters of type x or y of A in its even and
odd classes, and the last two describe the faithful characters of F of types
z and w in its even and odd classes. To check orthogonality by rows in
these subtables all products involving x's or Z's must be doubled in
forming scalar products.

All the faithful irreducible characters of F of type z and w are found
among the irreducible constituents of the odd Kronecker powers of the
fundamental character 8z, whereas the characters of FIC of types x and
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y are constituents of even Kronecker powers. To each partition ().) of
m corresponds a Schur character {A} which is irreducible for the general
linear group GL (8, C) containing a Murnaghan character [A] which is
irreducible for the infinite g-dimensional real orthogonal group G [9]. For
m = 1, 2, 3, 4, all these characters except [4] are also irreducible for the
finite subgroup F of G, but for m > 4 many are reducible for F and must
be split by other means.

2. The classes.The classsymbolP 2~3Y ••• , where8 = IX + 2P+ 3y + . . . ,
is commonly used to describe a class of permutations having a I-cycles,
p 2-cycles, y 3-cycles, etc. We extend it to other classes of the monomial
group M by denoting by k or k-1(2k) a k-cycle with an odd number of
minus signs, whose eigenvalues are those (2k)th roots of unity which are
not kth roots of unity. Similarly the symbol 1~2P 3Y ... , where 8 = IX +2P+
3y + ... , in which one or more of the exponents is negative, denotes a
class of matrices in 8, whose eigenvalues consist of a l's, plus p pairs 1
and - 1, plus y complete sets of s:uQ,eroots of unity, etc., and a symbol k
is equivalent to k-1(2k). Thus 10/2, or 2 4-1(10)-1(20), denotes a class
of elements of order 20 whose eigenvalues are the eight primitive 20th
roots of unity that are not 10th roots nor 4th roots of unity.

For a matrix in the representation 8, some power of which is an involu­
tion of trace 0 and type 24, these symbolsdo not specify the class uniquely.
One class, denoted 24v, contains diagonal monomial matrices of type 1414

and also permutation matrices of M with four 2-cycles and no negative
signs. These each commute with 21333 elements of A, and correspond
to class 3 (called 1-124v) in H«. This class is not represented in the sym­
metric subgroup S9. Another class, denoted 24u or '1 23, contains elements
of type 124 in S9, but these are represented in M by four 2-cycles one of
which has both its signs changed. Type 12 1222 of M also contributes to
class 24u in A. Each element commutes with 2113elements of A. The let­
ters V or U follow the class symbols for matrices some power of which is
in class 24vor 24u. We also use v and u to distinguish the class 224v that
contains permutations in M from the class 224uwhich represents permuta­
tions of S9 whose image in M has two minus signs in one 2-cycle. Thus the
classes containing the squares, cubes, or other powers of any element of
F can be read directly from the class symbol.
We obtain the 67 classes of A = Fie directly by using the classes of two

important subgroups of index 120 and 135 and then finding 8-dimensional
matrices that represent the missing nine classes, rather than by using the
geometrical arguments of Hamill [7] and Edge [2]. Of the 67 classes
of A, 25 even classes (type a) and 20 odd classes (type c) split in Fto pro­
duce two classes each, whereas 15 even classes (type b) and 7 odd classes
(type d) represent single classes of F.

(1) A subgroup H of index 120 in A is isomorphic to the Weyl group of
type £7, which is the direct product of its center C = {I, -Z} and the group
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Ho of order 29345'7 whose 30 classes and characters were described by
Frame [4].The 60 classes of H are labeled 1,1',2,2', ... , 30,30', so that
class k' contains the product by - I of an element of class k. There are
46 classes of A containing elements of H. For the 12 classes of A that split
in H the corresponding classes of Hand the values of the induced pennu­
tation character 120, are:

A H 120,
I

1422 2, 16 30+2
1224 5, 18, 19 6+1+1

1223 8,21 6+2
1223 24,27 1+1

(2.1)

A I H 120, A H 120,

162 1', 16' 1+63 }2 12:3 7',8' J-i-3
F23 2',3', 3+1+12 232 9',22 1+3

17'
1222-2 4', 28' 1+3 }26 10',23' 1+3
132 3 6', 21' 1+15 125 15', 25' 1+3

(2) Twelve additional classes of A that are not represented in H but are
represented in the monomial subgroup M' = MjC of A = F/C are denoted
by the symbols

1 22 3, 42u, 24, 42, 1i 3 3v, 2 (iv, 1 3 4, 1 2 -5~ 2 3 3v, 224, 1 i 6, 8u.
(2.2)

(3) Five of the remaining nine classes of A contain 8 X 8 real orthogonal
symplectic matrices that commute with a skew matrix of type 24 and order
4 that we call "i". By appropriate choice of "i" the 8 X 8 orthogonal ma­
trices are equivalent to 4 X 4 unitary matrices A+ iB under the correspond-
ence

i - r ° z
-z 01' A+iB -+ [_; 1 (2.3)

The 210325 matrices of this type form the normalizer N, of i, which has a
monomial subgroup M, of order 274! and index 15. In six cosets of M,
the matrices have exactly 2 zero entries per row or column. In the other
eight cosets there are no zero entries.
The classes of type 12/4, its square 62/22, and fourth power 34/14 are

represented by the following unitary matrices of orders 24, 12, 6 in F, or
12, 6 and 3 in A. Roman numerals indicate Hamill's class symbols [7]

r
1- i 0 0 1- i] 1- i - i - i - i 11-1 - 1 - 11

1 -1+i 0 0 l-i 1 i -i -i i _!_ 1 1 -1 1/
2 0 l-i-l+i 0 '2 i i-i-i' 21 1 1-1
l 0 I-a l-i 0 J l i -; i + i II -1 1 IJ

Type 12/4 Type 62/22 Type 34/14
(LXVII) (LXVI) (LVI)

(2.4)
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Type 10/2 and its square 32/P belong to classes of elements of orders
20 and 10 in P, or 10 and 5 in A = FjC. Representative 4X4 unitary
matrices A+ iB for these classes are 1

[

0 1+i 0 l-i IIi il
__!_ 1- i 0 1+ i 0 -1 1 i-~. (2.5)
2 -1+i 0 1+i 0 2 -1 -1 l I
l 0 l+i 0 -1+i J 1 - 1 =i j

Type 10/2 Type 32/12
(LXIV) (LX)

(4) The four remaining classes are Miss Hamill's classes LVII, LVllI,
LIX, and LXV [7], here denoted 62J22v, 9/1, 32 6/12 2, and 1 3-1 5-1 15
respectively, and represented by the orthogonal matrices

1 - 1 3 1 - 1 - 1 - 1 - 1 -1-3 1 1 1 1 1 - 1
1 - 1 - 1 1 3-1-1-1 -1 1-3 I 1 1 1 - 1

-1 1 I 3 1 1 1 1 -1 1 1-3 1 1 1 - 1
I -3-1-1 1 - 1 - 1 - 1 - 1 -1 1 1 1-3 1 1 - 1
4 -1-3 1-1 1 1 1 1 '4 -1 1 1 1 1-3 1 - 1

1 - 1 - 1 1-1-1-1 3 -1 1 1 1 1 - 3 - 1
1 - 1 - 1 1 - 1 3 - 1 - 1 -1 1 1 1 1 1 1 3
1 - 1 - 1 1 - 1 - 1 3 - 1 3 1 1 1 1 1 1 - 1

(2.6)
Type 62/22v Type 9/1

(LVII) (LVllI)

1-3 1 1 1 1 1 -1-1-1 0 0 0 1 0
1 1-3 1 1 1 1 1 1 1-1 0 0 0 1 0
1 1 1 1-3 1 1 1 0 0 0-1-1-1 0 1

1 - 1 - 1 - 1 3 - 1 - 1 - 1 - 1 1-1-1 0 0 0-1 0
4 -1-1

, 2 0 0 0-1-1 1 0-13 - 1 -1 - 1 -1 - 1
11 11 1 1-3 1 0 0 0 1-1-1 0-1
11 1 1 1 1 1-2\ 0 0 0-1 1-1 0-1
1 1 1 1-3 1 1 1-1 10 0 0 1 0

Type 32 o/P 2 Type 13-1 5-1 15
(UX) (LXV)

Type "971 is the negative of a 9-cyc1eof S9, represented in F by the nega­
tive of the product of R in (1 .1) by an 8-cycle permutation matrix of M
in which the signs are changed to negative in the last row and column.
The negative of a matrix of type 13-15-115 represents an element of order
30 in F whose 5th power is of type 34jJ4.
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3. The decomposition of Kronecker powers. If the cycle symbols k in a
class symbol are replaced by k-1(2k), then the first, second, third, fourth,
... powers of an element in class I" 2f3 3Y 46 ••• have the character values

a, o:+2P, o:+3y,o:+2P+4h,. . . (3.1)
in the 8-dimensional orthogonal representation 8, of F. Using the formu­
las worked out by Murnaghan [9], the character 8~ of the mth Kronecker
powers of 8, may be split into characters [A], one for each partition ().)
of m, which are irreducible for the full S-dimensional orthogonal group 08'
This is a substantial refinement of the Schur decomposition which yields
characters irreducible for the full linear group. Constituents of odd powers
of 8z, including the first power 8, itself, will be classified as type z (pairs
of associated characters) or type w (self-associatedcharacters which vanish
in the odd coset of A + or F +). For m = 0, 1, 2, 3, 4, all but one of these
Murnaghan characters are irreducible for the subgroup F of Os. We de­
note them by their degrees with subscripts, and express their values in
terms of a, fl, y, 6, ... asfollows

[0] = 1, = I
[I] = 8, = a

[12] = 28, = oc -[3
02

[2] = 35, = (0:+2)(0:-1)/2+P

(3.2)

oc[13] = 56, = 3 -rx{3+yo
[2 1]= 160, = (0:+2) rx(rx-2)j3-y
[3] = 112z = (ct+4) ata- 1)/6+oc[3+y

[14] =70y=(~)-(;)[3+(~)+ocY-b

[2 12]= 350, = (ct+2) oc(rx-I)(OC-3)j8-(ct+2)(0:-1)19j2(~) +~

[22] = 300, = (rx+2)(0:+ 1) 0:(rx-3)jI2+f3(/3- 1)-ocy+ctf3

[3 1] = 567, = (0:+4)(0:+ 1)(oc-I)(ct-2)j8 + (;)f3_(f3;l)_b

[4] = 210x+84x = (rx+6)(rx+ 1) cx(0:-1)j24+ e;I)f3+(~)+rxy+o

The first eleven of these characters are found to be irreducible for F
by summing their squares over the group. It is clear that [4] cannot be irre­
ducible for F, since its degree 294 = 2.3.72 does not divide the group order
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IFI. We shall see presently how to split this character by using permutation
characters induced from the subgroups H and M.
It is probably simpler not to use all these formulas explicitly, but to cal­

culate 8:, 28, and 160, by these formulas, and then express the rest by Kro­
necker products as follows.

In [2]: 35, = 8;-lx- 28x (3.3)
In [13]: 56, = 8z(28x-1x)- 160,
In [3]: 112, = 8z(35x-Ix)-160,
In [2 12]: 350, = 28~121_2Sx

In [14]: 70, = 8z(56z) 350, 28,
In [22]: 300, = Sz(160z)-2Sx(35x)
In [3 I]: 567, = 35x(28x-1x)-28x-350x
In [4]: 210x+S4x = Sz{1l2z)-35x-567x

Several irreducible components of the Kronecker 5th power of 8, can
be split off in like manner as follows. Here the irreducible character 56;
is the associate of 56z, with values of opposite sign in the odd classes of
types c and d.

In [15] : 56~ is associate of 56, (3.4)
In [2 J3] : 448, = Sz(70y)- 56z- 56~
In [221]: 840, = 56z(28x+ lx)-8z(28x+70y)
In [3 12J: 1296z= 160z(28x)-SzC35x+300x+70y)+56~
In [32]: 1400, = 8z(300x)-160z- 840,
In [4 1]: 1008, = 8z(210x-84x)
In [5]: 560, = 8z(84x) - 112,

Before the characters [4], [41], and [5] of 08 can be split in P,it is neces­
sary to obtain the character 84x.Note first that the difference of the sym­
metrized Kronecker squares of the characters 56, and 28, splits into two
characters, one the associate 350.~of the known character 350x, and the
other a new character of degree 840:

840, = 56121- 28~1 - 350~. (3.5)

4. Induced pennutation characters. Three permutation characters of
A, denoted 120p, 135p, and 960, respectively, are induced by the subgroups
of A index 120, 135, and 960, called H, M, and S above. Both H and M
have exactly three double cosets in A, containing 1 + 56+63 cosets of
H, or 1 + 64+ 70 cosets of M respectively. Hence by a theorem of Frame
[3] these permutation characters each split into the l-character l , and a
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pair of characters of degrees iI,h or /s, /4 such that
120(56)(63)//112 is a square, and /1 +/2 = 119, (4.1)

135(64)(70)//3/4 is a square, and h+h = 134.
The unique positive integral solutions of these equations are

/1' 12 = 35 and 84 in 120p, (4.2)
fa, 14 = 50 and 84 in 135,. (4.3)

It is easily verified that 120, contains the character 35, already computed,
so

84, = 120p- lx- 35x,
50, = 135p- 120p+ 35,.

(4.4)
(4.5)

It can be checked that 84, is also a constituent of the character 960,
induced by the symmetric subgroup S = S9. Hence the character 960p- lx-
84, of degree 875 splits into two irreducible constituents whose degrees
divide 213 35 52 7. The splitting into 175, and 700, is verified when it is
found that this character has a constituent in common with the Murnaghan
character [6] of degree 1386 for the orthogonal group Os, which splits as
follows into three known constituents and one new constituent 700,:

[6] = 700x+ 567x+ 84x+35x.
The other constituent 175, of 960, is

175, = 960p-lx-84x-700x.

(4.6)

(4.7)
To check this character 175x, we note that it splits in H into the sum of
the two characters 105b+ 70~. Thus its values for the 46 classes of A in H
can be computed directly from these subgroup characters without evaluat­
ing [6]. Both degrees 175 and 700 are divisible by 52 and 7, so the charac­
ters 175, and 700, both vanish for the 11 classes of elements whose orders
are divisible by 5 or 7. Thus it may be easier to determine 175, first for
most classes, and then find 700, from (4.7) rather than from (4.6).
Having the additional characters 84x, 50x, 175, and 700x, we can now

compute several more characters of types x and y quite simply as follows:
1400, = 28x(50x) (4.8)
1050, = 35x(50x) - 700,
1575, = 28x(84x)-567x-210x = 8z(560z)-35x(84x-lx)
1344, = 35x(84x)-8z(112z)-700x
2100, = 28x(210x- 84x)- 84x- 1344,
2268, = 35x(210x-84x)- 567x- 1575,
525, = 84112L567x- I050x- 1344,
700xx = 5011']- 52Sx
4200, = 28x( 175,) -700xx.
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The symbol 700xx denotes a second character of type x and degree 700,
distinct from 700,. Other new characters are defined by

972, = 50x(84x)- 50x - 84x - 1050, - 1344, -700xx (4.9)
4096, = (35x- lx)(300x-28x)-840x-700x- 1344x-2268x.

The character 972, of degree 2235 is of highest type modulo 3, so it must
vanish in all 3-singularclasses.
By decomposingKronecker products involving characters of relatively

small degree such as 70y, 50x, 84x, 28, and 35, we can now solve for ten
more of the l3 self-associatedcharacters of type y as follows:

1134y = 70y{28x) - 70, - (28, + 28~) - (350, + 350~) (4.lO)
1680, = 70y{35x)-70y-(350x+350~)

= 70i84x)-(2100x+2100~)
168, = 50~1-5Dx 84x-972x
420y = 70y(70y+ lx)-28x(28x+28~)-(840x+840~)-1134y-168y
3150, = 28x(168y)-1134y-420y
4200, = 35x( 168,) - (840x+ 840;)
2688, = 28x(420y - 168,) 168, 4200,
2100y = 50x(168y-lx-l~)-(700xx+700~x)-(972x+972~)-168y-2688y
1400, = 50x(70x) - 2100,
4536, = 28x(525x)-300x-700x-1400x-2268x-4096x-1400,.
5. Kronecker products with the character 8~.Products of the character

8, with any constituent of an even (odd) Kronecker power will split into
constituents of powers of the opposite parity. By splitting products of 8,
with the even-power constituents of types x and y already found we can
complete the list of irreducible characters of types z and w as follows.
We start with a second character 1400, of type z and degree 1400,not to
be confusedwith 1400, already obtained.

1400zz = 8z(175x) (5.1)
4200, = 8z(700xx- 175,)
400, = 8z(50x)
3240, = 8z(700x - 50x)- 1400, - 560,
4536, = 8z(972x) 3240,
2400, = 56z(84x) - 1296, - 1008,
3360, = 8z(1400x-525x-50x)-3240z
2800, = 56z(50x)
4096, = 8z( 1575,) - 56z(84x)- 560, - 3240,
5600, = 8z(2268x-525x)-1008z-3240z-2800z
448, = 8z(1344x-1575x)+ 1296z-1400z+ 2400z

CPA 9
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TABLE 1. '1hreepermutationchoracters in

Type a classes

Class symbols AI/I c, I 120, 135, 960,

I 18 21336527 120 135 960
m 1422 211325 32 31 96
XI 1224 2'3 8 7
xv 1'22 21°32 12 3
XXXVII P24 26 2 [

W 153 27355 36 27 72
XIV 1'1 jv 2733 12
IX 1223 2632 8 7 12
XXVII 1223 2'3 2 2
XXXII I 223v 2532
X 1'32 243' 6 9 12
XXVI P32 2'32 2 [

XL P9/3 233 3
tvm 9/1 33
XXXVIII 33/1 2'35 24
XLI 13 j2/P 2'33
XLII 136/2 2332
LVI j4/14 26355
LIX 326/P2 2'32

XII 135 23352 10
XXIX 12 I 3 23 5 2
XXX 3 5 235 [ 2 2
LX 52/P 22352

LXV 1·15/3·5 35
XXXIV 17 27 2

Type d classes

XXIII 224v 293% 12 19
xvm 224u 28 4 3
LIII 224 283
XLVI 233v 2332
LlV 110 233
LV 8v 26 2
XLVIII 8u 24 2

448, = 8z(70x)- 56z- 56: (5.2)
1344, = 8z(840x)-840z-4536z
5600w = 8z(1l34y)-840z-840~-448w-1344w
2016, = 8z(420y) - 1344,
7168, = 8z(2688x)-3360z-3360;-5600w-2016w
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the 67 classes ofA = FIC

Type b classes
Class symbols I AI/I c, 120, 135, 960,

XIII 24v 21333 24 39
XXXVI 42v 2]0 4 11
VIII 2fu 2113 8 7 16
XXVIII 4% 27 4
xxxv 1124 26 2
'UO 1f 210325 15
LXII 42 263 3
XXXI 1 133 2333 3
xXxIx 26v 2433 6 9
XXXIII 26u 243 2 1 4
LXIII 26 2332
LVII 62/221) 2633
LXVI 62/22 253"
LXVII (TI)/<l 233
LXIV (10)/2 2" 5

Type c classes
II 162 ZW3457 64 63 288
V 1223 21032 16 1 5 32
X X I 12222 283 4
VII 144 293 5 20 1 1 16
xxv 1314 263 6 1
VI 1323 25335 16 15 30
XVI 12123 2'3% 4 3 2
XXIV P23 2532 6 1
XXIX 134 2'3 2 4
XLVII 134 233
XVII 232 2333 4 6
XXII 126 2332 4 2
LI 2 9/3 232 1
XLIX 233/P 2434
L 6 3/1 2'32
LII 236/12 233
xx 125 213 5 4
XLIV 1~5 225
XLIn 235/12 23 5
XLV 2 7/1 27

6. Blocksof defect one. The Brauer theory of modular characters, used
to determine several of the characters of the subgroupHo of A [4],can be
applied in like manner to find some new characters and check some of
those already computed. In a block of defect one (mod p), where pdbut
not pHI divides the group order, the characters have degrees divisible
by pd-l but not by pd. Since all characters of A and Fare rational, there
9'
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TABLE 2. The XabYab block for even classes of A +

28, 35, 84, 50. 350. 300, 567, 210, 840.,

1'22
1'24
1422
1224
153
PBv
1223
1223
12z3v
123z
123'
P9/3
i)/I
33/1
1332/P
13/)/1
34/1'
:J2li/P2
135
1%13
3 5
52/P
1-15/3,5
17
2%
42v
24u
4zu
1I24
2'
;12
1I33v
26v
26u
26
62/22V
02/12
(12)/4
(10)/1

211325
273
21°32
26
27355
2733

263%
2"3
253!
2'3'
2'3!
2 33

33
243'
2'33
2332
26355
2'32
2335%
23 5
2 35
22352
35
27
21333
210

2113
27
26
210325
263
2333

2433
2'3
23V
2633
2532

233
22 5

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

1
13
1
1
1
10
10
1
1

1
1
1
1
1

1
1
1
1
1

4
o
8
2
10
2

-2
o
2
1
1
1
1
1
5

-1
10
2

5
-1

o
3

0-1
o

-4
o

-4
o

-2
4
o

-1
-1
-1
1
2

-2
o

-1

11
3
7
1
14
6
2

o
-2
2
2
2
-1
-1
3
1
5
1

1
-1

o

3
-1
3
-1
1
-5
-1
o
o
o
-2
-3
1
-1
o

20
4
4
o
21
5
5

1
1

3
-1
o
o
3
-1
1
-6
-2

4
o

1
-1
o

o
20
4
4
o

o
4
o

-1
5
1
1
2
-2
o

-1

10
2

-2
o
5
-3
1 -1

-1 1

-10
-2
26
o
35
-5

-1
-1
-1
-1
-1
-1
7
-1
35
-1
o

o

o
o

0-1
-2
2

-2
2
o
-10
-2
1
1
1
-1
-5
-1
1

o

20
o
8
-2
30
6

2

2
-6
2
o
o
3
3
-1
30
2

o
o

o

12
o
12
o
2
20
o
o
o
o
2
6
2
o
o

39
-1
15
-1
81
9

-3
o

26 24
2 0
6 16
o 0
39 - 2 4
7 8
-1 0

-1-1 0
3 4
3 3
-1 3
o 0
o 0
-6 3
-2 -1
o 1
-15 30
-3 -2

5-5
1 -1

I-I 1
o 0

o 0
o 0
-14 8
-2 0
2 8
2 0
o 0
10 -40
-2 0
1 -1
-5 -1
-1 -1
1 -1
1 -10
1 2
1 0
o 0

1
5
1
-1
-1
-4
o

-2
5
1
o
o

o 0
o
o

1
18
6

2
2

o
10
2
3
3
-1
1
-3
1
-1
o

-3
o
o
o
o
o
o
o
o

o
7

-1
o

-3
o
o
-9
-1
-9
-1
-1
-9
3
o
o
o
o
o
o
o
1
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TABLE 2 (continued)

123

700, 175, 1400, 1050, 1575, 1344, 2100, 2268, 525, 700,

60 15 40
4 -1 0

-4 -1 -16
o -1 0
55 -5 50
-1 -5 -6

3 3 -2
-1 0

-1 -1 2
445
o 0 1

-2 1 -1
1 1 -1
7 13 -4

-1 1 0
-1 -1 2
10 -5 50
2 -1 2
000
000
000
000
000
000

-4 -17 -72
-4-1 0
12 -1 -8
o 3 0
o -1 0

-20 15 40
o -1 0
2 -2 -3

-4 -2 -3
o 2 1

-2 0 1
2 -5 -6

-2 3 -2
o -1 0
000

50
2

-10
o
15

-17
-1
-1
-1

6
2
o
o

- 3
1

-1
15
-1

o
o
o
o
o
o
58
- 2
-6
-2

o
-30
-2
- 2

4
o
o
7

o

15
- 1
11

1
90
-6
-6
2
2
o
o
o
o
9

- 3
-1

-45
-1
o
o
o
o
o
o

-57

64 -60 12
o -4 -4
o 12 -12
o 0 0

84 75 81
4 - 5 9
4 - 3
o -1 -1
o 3 - 3

- 6 0
- 2 0
000
o 0 0
-6 - 6 0
- 2 - 2 0
000

-24 -60 0
o 0 0

- 1 0 - 2
- 1 0 2
- 1 0 1
4 0
1 0 0
000

64 52 -36
o - 4 4
o 4 12
o 0 0
000
o 20 -36
o 0 0

- 2 1 0
4 1 0
o 0
o - 1 0

- 8 4 0
o - 4 0
000
o 0 - 1

20 III
- 3 0 XI
- 7 0 x v
-1 - 2 XXXVII
30 -20 IV
6 - 4 XIV
2 - 4 IX
o cl XXVII
2 0 XXXII
3 x

- 1
o
o

XXVI
XL
LVIll
XXXVIII
XLI
XL11
LVI
LIX
XII
XXIX

-9
-1
1

15
-1
o
o
o
o
3

- 1
o

- 1
1

12 - 2
o 2
2 0

30 - 2 0
2 0
o 0
o 0
o 0
o 0

oo

xxx
LX
LXV

o XXXIV
XIII
XXXVI

o
45

1
92
8

-19 -4 VIII
1 0 XXVIII

-1 2 xxxv
5 20 LXI

- 3 0 LX11
-1 xxx 1
- 1 xXxIx

-1 -1 XXXIII
- 1 -1 LX111
6 - 4 LVII
2 -4 LXVI
o 0 LXVII
o 0 LXIV

[continued onpp. 124, 125]



124 1. S. Frame

TABLE 2 (continued)

18 21335527 972, 4096, 4200, 2240, 2835, 6075, 3200, 70, 1134, 1680~

1422
1224
1422
1224
J53
14I3v
1223
1225
1223v
1232
1232
129/3
9/1
33/1
1332/12
135/2
34/14
326/122
J35
3T
52/12

211325
273
21°32
26
27355
2733
2632
243
2532
2434
2432
233

33
2435
2433
2332
26355
2432

23352

235
2235'!oi

1·15/3·5 35
1 7 27
24v 21333
4% 210
24u 2113
42u 27
1I24 26
24 210325
42 263
lIBv 2333
26v 2433
26u 243
26 2332
62/22V 2633
52/'12 2532
(12)/4 233
(10)/2 22 5

36
o
o
2
o
o
o
o

o 40
o 0
o ·8
o 0
64 ·30
o . 6
o ·2
o 0
o ·2

-8 ·3
o 1
1 0
I 0

·8 15
o 3
o 1
64 ·30
o ·2

·4 0
o 0

·1 0
·4 0
·1 0
1 0
o ·24
o ·8
o 8
o 0
o 0
o 40
o 0
o 3
o 3
o ·1
o 1
o . 6
o ·2
o 0
o 0

64 51 ·45
o ·5 3
o 3 ·9

o
o
o

o
o
o
o
·40
8
o
o
o
·4

o
·1
·1
14
2
o
·40
o
o
o
o
o
o
1

128
o
o

o
o
o
o
·4
·4
o
o
8
o
o
o

·10
·2
14
2
10
·6
2
·2
2
4

·18 ·80
6 0

30 32
·2 0
o 60
o ·20
o 4
o 0
o ·4
o 6

o -2
o 0
o 0
o 6

o ·2
o 2
81 6
·3 2
·6 0
2 0
o 0
4 ·5
1 1
o 0

·18 16
·2 0
·18 16
·2 0
·2 0
30 ·16
2 0
o ·2
o ·2
o ·2
o 2
9 ·2
·3 2
-1 0
o -1

o
o
o
o
o
o
o
o
o
o

·3
[

o
·3
o
·1
108

8
12
o

·2
36
o
o
o
o
o
o
o
o

o ·1
·4 ·81 0
·4 ·9 0
430
010
030
200

·2 0 0
2 0 0

·1 0 0
-10 0 0

200
000

·40 0 0
o 0 0

·5 5 0
·1 1 0
[ ·1 0
000
000
o 0 ·1

·64 ·45 27
o 3 ·1
o 3·21
o ·1 3
0·1 1
o ·45 ·45
033
2 0 0

·4 0 0
000
000

o 0
o
o
o

o
o
o

·4
·2
1
·2
6
2
19
·1
o
o
o
5
·1
o
6
·2
6

·2
2
6
2
o
o
o
o
3
3
.11
1
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TABLE 2 (continued)

125

168, 420, 3150, 4200, 2688, 2100, 1400, 4536, 5670, 4480, I

o

o
20
-4

30
·2

o ·60 ·40 ·72 ·90
o ·4 0 0 6

40
o

24
o

·120
8

·8

o ·20
o 0
·48 30
·16 14
o 6
o 2
o ·2
·12 12
o 0
o 0
o 0

·12 ·6
·4 2
o ·2

60 30
o ·2
8 0
o 0
2 0
3 0
o 0
o 0

128 116
o ·4
o ·12
o ·4
o 0

64 20
o 0
2 2

·4 ·4
o 0

·2 2
·4 ·10
4 2
o 0
·1 0

·8 ·24
o 0
20 0
4 0

·4 0
o 0
4 0
8 0
·4 0
2 0
·1 0
14 0
·2 0
·2 0

65 81
1 ·3
o 6
o ·2
o 0
o 1
o 1
o 0
·8 ·72
·8 8
24 24
o 0
o 0

40 ·24
4 ·4
·2 0
4 0
o 0
·2 0
1 9
1 ·3
1 ·1
o 1

6
·2
o
o
o
o
o
o
o
o
o
o
o
o

·81
3
o
o
o

o m
o XI
o x v
o XXXVII

·80 W
16 XIV
o IX
o XXVII
o xxx I I
4 x
o XXVI

·2 XL
[ LVIII

-20 XXXVlII
4 XLI
o XLlI

·44 LVI
o LlX
o XII
o XXIX
o xxx

·5 LX
LXV

o XXXIV
128 XIII
o XXXVI
o vm
o XXVIII
o xxxv
64 LXI
o LXII

. 2 xxxI
4 XXXIX
o XXXlll

• 2 1Xl11
4 LVII
4 LXVI
o LXVII
·1 LXW

o
·12

4
·4
o

·4
6
2
o
o
6

·2
2
15
·1
·2
·2
·2

3

12 22
o 2

·30 ·90
2 6
2 6
2 ·2
·6 ·2
6 0
2 0
o 0
o 0

·12 18
·4 ·6
o ·2
24 45
o [
o 0
o 0
o 0
5 0

·1 0
o 0

·28 ·114
·4 6
4 ·18
4 ·2
o 2
36 30
o ·2
·4 0
2 0

·2 0
o 0
8 -3
o ·3
o [

o

o
o
6

·2
o
o

·12
·4

o
15
3
o
o
o
o
o
o

104
·8

o
o

·40
·4
2
2
2
2
·1
·1
·1
o

·1
o

·90
6

·2
·2
6

·2
o
o
o
o

·9

o
40
8
8
o
o
24
4
4

·2
2
o
7
3
[

·1



TABLE 3. The Xed character block for odd classes of A not in A+

162 1 14 21 42 20 70 90 189 84 84 210 35 280 210 315 336 210 378 105 70 162 512 420 336 189 405 160
P23 1-2 5 10 4 -10 10 -3 4 20 18 3 -8 2 -21 16 -14 -6 -7 -10 18 0 4 16 -3 -27 32
J222' 1 2 1 2 0 2 -2 -3 0 4 2-5 0-2 7 0 -6 -6 -3 -6 6 0 -4 0 -3 9 0
144 1 6 9 100 10 10 29 16 -4 10 -5 o -10 15 16 10 10 5 -10 -6 o -20 -16 -19 -15 0
1314 1 0 3 2-2 -4 0 1 2 o -2 -1 0 -4 -3 0 - 2 2 3 0 0 0 0 0 1 3 0
1323 1 2 6 9 5 -5 0 9 9 -6 15 5 10 15 0 6 -15 -9 0 10 0 -16 0 6 9 0-20
12123 1-2 2 1 1 -1 4 -3 1 2 3 -3 -2 -1 0-2 1 3-4 2 0 0 4 -2 -3 0 -4
1323 1 4 4 1 - 1 5 2 3 1 2 -3 1 -4 -1 0 -2 1-3 -2 2 0 0 2 2 3 0 0
134 1 0 0 1 3 1-2 -1 1 2 1 1 0 -1 0-2 11 2 2 0 0 -2 2-1 0 0
134 1 0 0-1 1 -1 0 1 -1 0 1-1 0-1 0 0 1 -1 0 00 0 0 0 10 0 ~
23! 1-1 0 3-1 1 0 o -3 3 0 2 1 0 0 0 3 0 3 -5 0 -4 3 0 0 0-2 .V:l
126 1 1 2 1 1 - 1 - 2 0 1 - 1 0 0 1 2 0 - 2 1 0 -1 -1 0 0 1-2 0 0 2

~29/3 1-1 0 0-1 1 0 0 0 00-1 10 0 0 000 10-1 0 0 0 0 1
233/J3 1 5 3-3 2 7 9 0-6 3 3 -1 10 3 -9 -6 -6 0 6 -2 0 8 -3 -6 0 0 -2 ~
6 3/1 1 1 -1 1 -2 -1 1 0-2 -1 3 3 -2 -1 3 -2 -2 0 2 2 0 0 1-2 0 0 2 <1>

236JI21 -1 1-1 0 -1 1 0 0 1 - 1 1 0 1 1 0 0 0 0 0 0 0-1 0 0 0 0
125 1-1 1 2 0 0 0 -1-1-1 0 0 0 0 0 1 0-2 0 0-1 2 0 1 -1 0 0
125 1 1-1 0 0 0 0-1 1 100 0 0 0 1000 0-1 0 0-1 1 0 0
2 3 5/12 1 2 1-1 0 0 0-1-1-1 0 0 0 0 0 1 0 1 0 0 0 -1 0 1 -1 0 0
27/l 1 0 0 0-1 0-1 0 0 000 0 0 0 0 0 0 0 0 1 1 0 0 0 -1 -1

224'0 1-2 1 10 8 2 2 -3 -8 -4 -6 -5 -16 14 -9 16 10 -6 13 14 18 0 -4 -16 -3 9 0
224u 1-2 1 2 0 2 2 -3 0 -4 2 3 0 -2 -1 0 2 2 -3 -2 2 0-4 0 5 10
124 1 2 -3 2 4 -2 6 -3 4 -4 -6 3 8 -6 3 0 2-6 1 2 6 0 4 0 -3 -3 0
233v 1 1 -2 1 -1 -1 2 0 1 -1 0 -2 -1 2 0 - 2 1 0 1 -1 0 0-1 2 0 0 0
lIb 1- 1 0-1 1 1 0 0 1-1 0 0 -1 0 0 0-1 0 1-10 0 10 0 0 0
8'0 1 0 - 1 2 2 0 0 1 -2 0-2-1 0 0 1 0 -2 2 -1 0 0 0 0 0 1 -1 0
8u 1 0 - 1 0 0 0 0 1 0 0 0 1 0 0 -1 0 0 0-1 0 0 0 0 0 - 1 1 0



TABLE 4. The Z, Wa characterblock for even classes of F+.

8,56,160,112,840,1296,1400,1008,560.1400••4200,400,3240.4536,2400.3360,2800,4096,5600,448,448w 1344w 5600w2016w7168w

4 -4 16 24 4 -24 60 24 56 60 20 40 84 60 -80 16 -40 0 -80 32 -32 32 -80 48 0
2 -2 0 4 2 -4 -2 -4 4-2 2 4 2 -2 0 0 -4 0 0 0 0 0 8-8 0
4 12 16 8 20 24 -4 8 8 -4 4 -8 -12 12 16 -16 -24 o -16 0 32 32 16 16 0 ~
2 2 0 0-2 0-2 0 0-2-2 0 2 2 0 0 0 0 0 0 0 0 0 0 0 ~
5 11 34 31 21 81 95 90 74 - 25 -75 25 81 -81 60 -6 55 64 20 16 28 -60 -10 -90 -128

~3-3 6 9 3-9 9 6 6 -15 3 -9 -9 9 -12 -18 9 0 12 o -12 12 -6 -6 0 ...•
1 -1 -2 3 1 -3 3-6 2 3 -7 1 -3 3 4 -2 -1 0 4 8 4 -4 -2 6 0 I::l~
1 -1 0 -1 1 1 -1 -2 2 -1 1 -1 1-1 0 0 10 0 0 0 0-2 2 0 ~
1 3 -2 -1 5 -3 -1 2 2 -1 1 1-3 3 4 2 3 0 -4 0 -4 -4 -2 -2 0 ~
2 2 -2 4 -6 0-4 0 2 8 6 10 0 0 6 -6 10 -8 2-2 4 12 -4 0 -8 ~
2-2 2 0 2 0 0 0 -2 0 -2 2 0 0 2 2 -2 0 2 -2 -4 4-4 0 0 ...•
2-1 1 1 0 0 -1 0 -1 2 0-2 0 0 0 0 1 1 -1 1-2 0 2 0 -2 ~
1 1-1 -1 0 0 1 0 1 1 0-1 0 0 0 0 -1 -1 1 -1 -1 0 1 0 -1 ~1 -2 2 -4 -3 0 4-9 7 13 -15 -4 0 0 3-12 8 8 -11 -16 2 6 -2 -18 32 ~
3 6 6 0 3 0 0 -3 -3 3 3 0 0 0-3 0 0 0 3 0 6 -6 -6 -6 0

....
1 0-2 2-1 0 2 -1 -1 -1 1 -2 0 0 1 2 0 0-1 0 2 2 -2 -2 0 ~
4 16 20 -4 60 0 40 -36 -20 -20 -60 20 0 0 -60 60 80 -64 -20 - 16 44 60 100 36 -16 ~
2 0 2 -2 -2 0 4 -2 -2 -2 2 2 0 0 2-2 0 0 -2 0 -2 -2 2 2 0 l'tj
3 15 7-5 1 0 3 5 0 0 0 -5 -4 0 5 0 -4 0 -2 -2 -6 0 6 8 ce

1 -1 -1 1 1-1 0 1-1 0 0 0 10 0-1 0 0 0 -2 2-2 0 2 0
0 1-1 1 1 1 0 0-1 0 0 0 1 -1 0 -1 0-1 0 1-2 0 0 0 2
2 4 0-2 0-6 0 2 0 0 0 0 0-6 0 0 0 4 0 2 2 6 0 4 2
1 -1 0-10 0 0 10 0 0 0 0 0 0 0 0-1 0 11 0 0-1 1
1 0-1 0 0 1 0 0 0 0 0 1-1 0-1 0 0 10 0 0 0 0 0 0

-tv...J
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TABLE 5. TheZ; chmucter block for odd classes ofF not in F+.

8, 56, 160, 112, 840, 1296, 1400, 1008, 560, 1400.z 4200, 400, 3240, 4536, 2400, 3360, 2800, 4096, 5600, 448,

182
1223
12222
144
PH
I323
II! 23
1823
134
134
2 32
126
2 9/3
2 g3/P
6 3/i
23 h/I 2
125
125
235jP
2 7/1

2lO345
21°32
283
293 5
283
25335
2532
2532
253
283
2333
2332

2 32

243'
2'32
233
223 5
225
235
27

7 6 14
2·6
2 2
4
2·2
3·1
1·3
3
1
1
o
2
o
3
1
1
1
1
2
1

4 16
o
4
o

3 6
1·2

·1 0
2·2

o 0
·1
4

o 0
·2 0
·1·1
1·1

1 1
0·1

64 56
o 8
o 0

126 216 350 252 196 210 210
10 ·24 10 ·12 12 6·26
2 0 ·6 ·4 4 ·10 ·2

16 4
4 ·2
11 ·9
1 5
3 3
1 1
·1 ·1
2 0
2 ·2

1·1 0
8·2 9
·2 ·1
o 1
1 1
·1 1·1
·1 ·1
o 0

16
·4
·9
·3

1
o

o

o
o
o
1

·1

20
2
5
·1
3·3
1·1
1
2
·2
0·1
10
2
o
o
o
o
10

24 24
o 0
o 16
o 0
o 0
o 0
o 0
0·2
o 0
o

·9 -7
·3 3

1·1
·3 1
1 1
o ·1
o 0

·20 ·20 0
2 2·4
15 15 15
·3 5 1
3 3·3
1 1 3
·1 1 1
o 0 0
0·2 2
10 0 0
·3 ·3 6
3 ·1 ·2
1·1 0
o 0 0
o 0 0
o 0 0
o o· 1

120 594 378
8 6 30
o 6 6

·4 ·20
·2 2
9 ·9
3 ·3

·3 3
·1 1
·1 1
o 0
o 0
o 0
o 0
o 0
o 0

·1 ·2
·1 0
I I
1 0

120 336 280 512 280 112
·24 ·16 ·24 0 8 16
8 0 0 0·8 0
0·16 0 0 0 0
o 0 4 0 00
o 6 -5 -16 -20
0·2 3 0 4·4
o ~3 0 0 0
o ·4 3 0 0 0
o 0·1 0 0 0
6 0 ·2 ·4 4 4
o 2 0 0 2 ~
o 0 1·1 1 1

4

·3 6
·2

1 0
o 1
o 1
o ·1

·1 0

8 ·8 ·1 ·4
o 0 1·4
o 0·1 0
o 2 0 2
o 0 0 0
010 1
o ·1 0 0
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will be exactlyp characters in a block of defect one (mod p). In our case,
where the associated graph is a simple chain, consecutive characters share
one common modular irreducible character, and combine to form a
singular modular indecomposable character that vanishes in the so-called
p-singular classes of elements whose orders are divisible by p. The sum
of the p characters, taken with alternate signs, vanishes in the p-regular
classes.
The group A has order IAI = 21335527 = tlFI, so the pertinent primes

are 2, 3, 5, 7. For the prime 2, the pairs of associated characters 4096x
and 4096~ form an indecomposable for A, so the characters vanish for
all elements of even order in the even subgroup. A similar observation ap­
plies to the characters 4096z and 4096;. For the prime 3 we can calculate
two new characters 2835x and 5670ywhose degrees are divisible by 34 = 81.
Since the two characters 567x and 2268x agree in 3-singular classes of the
even subgroup A +, but have opposite signs in such classes of the odd
coset, the associated character 567: belongs in the block with 2268x. Their
sum (in p-regular classes) defines a character 2835:.;such that 567~+2835x
and 2835x+ 2268x vanish in the 3-singular classes. Similarly the characters
1134y and 4536y combine to produce 5670y.We write

567~-2835x+2268x (mod 3)
1134y- 5670y+ 4536y (mod 3)
1296~-4536z+3240z (mod 3)

(6.1)
(6.2)
(6.3)

to indicate the 3-blocks of defect one, using the last only as a check.
Similarly for the prime 5, we find two new characters 2240x and 4480-"
and check others from the chains -

35;-840~+2835x-2240x+210x (mod 5) (6.4)
70y-1680y+ 5670y-4480y+420y (mod 5) (6.5)
160~-840~+3360z-3240z+560z (mod 5). (6.6)

Two-Kronecker products with the character 175x serve as checks:
35x(175x) = 1050:.;+2240x+2835x (6.7)

50:.;(175:.;)== 210x+ 1400~+2240x+420y+4480y. (6.8)

We calculate 6075x from a Kronecker product:
6075x = 8z(2400z)-1575x-2100x-2100~-1680y-5670y (6.9)

noting that its degree is 3552, so it must vanish in all the 3-singular and
5-singular classes. Finally we use it in a 7-chain to compute the last charac­
ter 3200x, and display a second 7-chain to check certain characters of
type z.

1~- 300~+4096~-6075~+3200x-972x+50x (mod 7) (6.10)
8;-160;+ 1296;-2400;+4096z-3240z+400z (mod 7) (6.11)
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Counting the associates of characters already computed, the list of 112
characters of the largest of the five Weyl groups G2, F4, E6, E7, and Es is
now complete. In Table 1 we list symbolsfor the 67 classes of A, together
with the orders of centralizers of an element, the class numeral used by
Hamill [7],and Edge [2], and the characters of this class for the permu­
tation representations induced by the subgroups H of index 120, A4 of
index 135, and S of index 960. In F the centralizerordersmust be doubled
for classes of type a or c, and each odd cycle symbol k or K replaced by
K or k to obtain the additional 45 classes of F. As explained above in
(1.3) the information for the complete 112 x 112 character table is conveyed
by four square blocks of dimensions 40 for [Xab, Yab], 27 for [Xed] which
include the 67 characters of A, and 25 for [Za, Wa], 20 for [Ze] which
include the characters of faithful representationsof F.

Reference should also be made to Dye's papers (10, 11], which appeared
after this paper was submitted.
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On so~ applimtionsof group-thRLJtr!timl
progtfl1I11IB to the derivation of the crystal dnsses of R,

R. BULOW AND J. NEUBUSER

1. In mathematical crystallography symmetry properties of crystals are
described by group-theoretical means [1, 7]. One considers groups of
motions fixing a (point-)lattice. These groups can therefore be represented
as groups of linear or affine transformations over the ring Z of integers.
For such groups certain equivalence relations are introduced.
In particular two subgroups ® and ~ of GLnCZ) are called geometrically

equivalent, if there exists an integral nonsingular matrix X, such that
X-I®X = ~. If, moreover, such X can be found with det X = ± 1 (i.e.
with X-I integral, too), ® and ~ are called arithmetically equivalent.
The equivalence classes are called geometrical and arithmetical crystal
classes respectively.

The lists of both geometrical and arithmetical crystal classes for dimen­
sions n = 1,2,3 have been known for some time. In 1951 A. C. Hurley
[5] published a list of the geometrical crystal classes for n = 4, which has
since been slightly corrected [6].

2. In 1965 E. C. Dade [2] gave a complete list of representatives of the
"maximal" arithmetical crystal classes, a problem which had also been
considered by C. Hermann [4].Dade's list consists of 9 groups:

group order---
Q. 1152
Cu, 384
11f, ®Cuz 96
SX30 CUI 96
Sx, 240
SX2(2) 288
PY30 CUl 96
Py, 240
SX202 144

All crystal classes can be found by classifying the subgroups of these nine
groop;. Obvioosly subgroops corYugate in ore of fbese groops are arithrro­
tically and hence geometrically equivalent. Therefore it suffices to take
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one representativefrom each of the classes of conjugate subgroupsof the
nine groups and classify the set of subgroups of GLn(Z) thus obtained.
This has been done using a programme ([)[3] developedat the "Rechen­

zentrum der Universitat Kiel" for the investigationof given finite groups
by a computer.. This programme determines, for a finite subgroup @ of
GLn(Z) given by a set of generating matrices, among other things the
following:

l. a list of all elementsof @),
2. the classes of elements conjugate in @,
3. the lattice of subgroups of ®, where for a representative Ilof each
class of subgroups conjugate in ® the followinginformationis given:

(a) generatingelements of Il,
(b) all maximal subgroupsof U,
(c) for each class ~ of elementsconjugatein Ilthe number of elements

in ~ and their order, trace, and determinant.
The lattice of subgroups of the group Q4 exceeded the capacity of the
store of the machine at our disposal. For this group we first computed the
classes of conjugate elements with the programme tP. From these it is
easily seen that the element -E (where E = unit element) is contained
in the intersection of the centre and the derived group and hence in the
Frattini subgroup of Q4. Hence -E is containedin all maximal subgroups
of Q4 andwe foundtheseby computingthe latticeof subgroupsof Q4/( - E)
which could be handled in our machine. There are three maximal sub­
groups of order 576 normal in Q4, two classes of three conjugatemaximal
subgroups each, of order 384 and one class of sixteen conjugatemaximal
subgroups of order 72. One representative of each of these six classes of
maximal subgroupsof Q£ and the other eight Dade groups were then in­
vestigated with the programme (/1, giving a total of 1869 representatives
of classes of conjugate subgroupsof these groups, which had to be classi­
fied into crystal classes.This has been done in the followingway:
Let us call two subgroups ®, ~ of GLn(Z) similar, if there is a 1-1

correspondencebetween the classes of conjugate elements in @ and those
in ~, such that correspondingclasses contain the samenumber of elements
and these have the same order, trace, and determinant. Obviously this
similarity is an equivalence relation, implied by both geometrical and
arithmetical equivalence.
The 1869 groups mentioned above were first sorted into similarity

classes using the information provided by the programme. 227 such
classes were thus obtained, consisting of 1 up to 43 groups. Geometrical
and arithmetical equivalence then had to be decided only within these
classes.
3. To some extent geometricaland arithmeticalequivalencewere treated

simultaneously.We therefore speak just of equivalence, if a distinction
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is not relevant. By definition two subgroups @ and Sj of GLiZ) are equi­
valent (geometrically or arithmetically), if there is an isomorphism tp of
@ onto Sj and an integral matrix X (with det X =1= 0 or det X = ± I resp.)
such that

XG = (Gcp)X for all G E@. (3.1)

The work involved in checking this for the groups in each similarity class
has been substantially reduced by the following arguments:

l. An equivalence established between groups ® and Sj implies equi­
valence between the corresponding subgroups of @ and Sj. We therefore
started deciding the equivalence of big groups and used the information
gained for smaller groups.
2. On the other hand, if a group @ contains a class of conjugate sub­

groups ll, distinguishedfrom all other subgroupsof @ by their isomorphism­
type and the invariants of their elements, then a group @* equivalent to ®
must have again a unique class of subgroups Uf with the same properties,
and the U;'s must be equivalent to the Ut's. This remark often allows us

to deduce nonequivalence of groups from nonequivalence of certain sub­
groups.

3. In order to prove nonequivalence of @ and Sj it suffices to show that
for some set of elements Gh ... , Gk E@there is no set of elements HI,
... , Hk E Sj such that XGi = HiX holds for some X (with det X =1= 0 or
det X = ± 1 resp.). For this purpose preferably Gh ... , Gk were chosen
as a class (£ of conjugate elements, which is distinguished from all other
classes of @ by the invariants determined by the programme (/J (number of
elements in (f, order, trace, determinant). A group @* similar to ill then
contains just one class (£*with the same properties. If (£*is small enough,
a programme has been used to try all 1(£*1 ! permutations of the elements
of (£*as possible images of the elements of (£ in a fixed order. A similar
procedure was sometimes applied for two classes with either different or
equal properties.
4. In order to prove equivalence, one has to show that for some system

of generatorsGl, ... , Gs of @ there is a system HI. ... , H. of generators
of Sj such that XGi :;:::HjX (i = 1, ... , s) for some matrix X. This was done
in the following way: A subgroup U of order as low as possible and an
element B of order as high as possible were chosen such that U and B
together generate ® and that both the classes of conjugates of U and of
B are unique in @with respect to isomorphism-type and invariants. If ®*
is equivalent to ® there is a subgroup U* and an element B* of @* having
the same properties as U and Bin @. It then suffices to fix U* as image of
U and to try all conjugates of B* as images of B.

4. All the choicesdescribedso far lead to some sets of elementsGI, ... , G.
of ® and HI. .... H, of Sj for whichwe have to decideif there is an integral
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matrix X = (Xjk) such that

XGi = HiX for i= 1, ... , s. (4.1)

This is a homogeneous system of linear equations for the Xjk with coeffi­
cients in Z. A programme has been written which reduces (4.1) by integral
row-operations to row-reduced echelon form. From this it determines the
Xjk as integral linear combinations of some Xl, ... , x, of them, chosen as
parameters. Then it computes det X as a polynomial P(Xl' ... , xr) in these
parameters. Three cases can occur:

1. If P(Xl' ... , x,) == 0 the mapping Gi .• Hi is not induced by transfor­
mation with any matrix from GLn(Q) (where Q is the rational field).

2. If P(Xl, ... , x,) =1= 0 and the (integral) coefficients of all monomials in
it have a greatest common divisor > 1, then no X with det X = ± 1 can
exist as the parameters can only be substituted by integers. In this case,
however, Gi-+Hi can be induced by transformation with some matrix X
with det X =1= 0 and hence @ and ~ are geometrically equivalent.

3. If P(Xb .... x,) =1= 0 and the greatest common divisor of the coeffi­
cients of all monomials is I, one has to try to find values of the parameters
XI. ... , x, such that the matrix X obtained by substituting these values for
the parametershas det X = 1. If one does find such valuesfor the Xh. . ., X"

@ and ~ are arithmetically equivalent; if one does not find such values,
only geometrical equivalence has been proved, but no conclusion about
arithmetical equivalence has been reached.
In all examplestreated by us in which the third case occurred,it was always

possible to find such values; so in fact the study of the greatest common
divisor of the coefficientsof the monomialsofP(Xl' ... , x,) was sufficientto
prove nonequivalence. However, we owe to W. Gaschiitz an example of
two groups (in GL22 (ZJ) for which the greatest common divisor of these
coefficients is 1, but which are not arithmetically equivalent.

5. By the proceduresdescribed,we were able to classify the 1869 groups
into both geometrical and arithmetical crystal classes. It turned out that the
geometrical classes coincided with the similarity classes introduced here;
this incidentally is also true for n = 1, 2, 3. Although it is unlikely that
this is always the case, we do not know of an example of similar but not
geometrically equivalent groups for any n ~ 5.

710 arithmetical classes were obtained, but as some hand-work was in­
volved in the sorting, etc., this number has to be checkedbefore it can be re­
garded as certain. Independent derivations of the arithmetical classes have
been undertaken by H. Zassenhaus and D. Falk [10] by slightly different
algebraic methods and by H. Wondratschek by more geometrical means. It
has been agreed that the results of all these calculations will be collated
before they are published jointly.

As a by-product of this investigation one gets a complete list of Bravais



Derivation of the crystal classesof~ 135

lattices in 4 dimensions which will correct an incomplete (and partially in­
correct) list previously obtained [8] by heuristic considerations.

The list of arithmetical classes will also be used to determine the list of
all space-groups in 4 dimensions. A programme for this, following ideas of
H. Zassenhaus [9], has already been written and used on partial lists of crys­
tal classes by H. Brown.

We would like to thank Professor H. Wondratschek, who first aroused
our interest in the subject, for many valuable discussions and suggestions.
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A semch for simpk groups of o1rler
kss tmn one million t

MARSHALL HALL Jr.

1. Introduction. In 1~ L E Dickson [17] listed 53 known simple groops
of compa;ite mler less than ore million.Three mOO!groups have rem added
to this list since that time. A group of order 29,120 was discovered by M.
Suzuki [31]in 1960, the first of an infinite class, and one of order 175,560
was discoveredby Z Janko [25] in 1965 which eppeers to be isolated.Very
recently Z. Janko announced that a simple group with certain properties
would have mler ro4,SOO aod have a specific charncter table. The construc­
tion of a simple group of order 604,800 is given for the first time in this
paper.

The search for simple groups described here is not as yet complete.
Approximately 100 further orders, all of the form 2a3bSC7d, remain to be
examined.
A number of people have helped me with this search. Dr. Leonard

Baumert has helped with advice and computing. Dr. Leonard Scott sent me
tbe IIDof of a formula on modular charncters.But my main soorces of belp
have come from Mr. Richard Lane and Professor Richard Brauer. For
more than a year Mr. Richard Lane has carried out a large number of
complicated computations on the IBM 7094 at the California Institute of
Technology's computing center. Professor Richard Brauer has been gener­
ous with help in references, correspondence, and conversations.
Tbe constructionof tbe simple group of mler ro4,SOO was carried out in

August 1967 at the University of Warwick and at Cambridge University.
Mr. Peter Swinnerton-Dyerwas extrerrely helpful in writing on slut notice
a program for the Titan computer at Cambridge which finally confirmed
the correctness of the construction.

2. Notation. List of known simple groups in the range. The notation for
the classical simple groups used here will be essentially that used in Artin
[I]. Here let GF(q) be the finite field with q elements where q = p", p a
prime.

t This research was supported in part by NSF grant GP3909 and in part by ONR con­
tract N00014-67-A-0094-0010.
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PSLn(q) is the projective special linear group of dimension n over GF(q).
Here PSLn(q) is the group of n-dimensional matrices of determinant lover
GF(q) modulo its center. PSL2(q) is of order iq(q2- 1) for q odd and of
order q(q2_ 1) for q = 2'. PSL3(q) is of order q3(q3_ 1)(q2- l)/z where z
is 1 unless there is an elementof order 3 in GF(q) in which case z = 3.

n
SP2n(q) is the symplecticgroupof order tZ n (q2i_ 1).

i=l
n(n-1J/2 11

Un(q) is the unitary group of order Iq IT (qi_( -IY), t = (n,q+ 1).
t i=2

A, is the alternating group of n letters.
The simple Mathieu groups M11, M 12, and M 22 come within the range

of this search. The Suzuki groups Su(q) with q = 22n+1 ;:;..8 are of order
q2(q2+ l)(q- 1). Here Su(8) of order 29,120 is the only Suzuki group in the
range. The Janko group of order 175,560 is still an isolated group and will
be called merely the Janko group. No simple groups of the Chevalley types
[15]or Rimhak Ree's [27,28] occur in the range examined.
The known 56 simple groups of order less than one million are: 28 groups

PSL2(p), p a prime,p = 5, 7, . . . , 113. The other 28, listed by their order are:

Group type

PSL2(9) = As
PSL2(8)
A,
PSL2(16)
PSLa(3)
Ua(3)
PSL2(25)

Mu
PSL2(27)
PSL4(2) = As
PSL3(4)

Sp4(3) = U4(2)

Su(8)
PSL2(32)
PSL2(49)

U3(4)

M12

U3(5)

Order

360 = 8·9·5
504 = 8·9·7

2520 = 8·9· 5·7
4080 = 16.3 .5 . 17
5616 = 16·27·13
6048 = 32·27·7
7800 = 8·3·25·13
7920 = 16·9·5'11
9828 = 4·27·7· 13

20 160 = 64·9·5·7
20 160 = 64·9·5·7
25920 = 64·81·5
29120 = 64· 5·7·13
32736 = 32·5·7·31
58 800 = 16·3·25·49
62 400 = 64· 3 .25 . 13
95 040 = 64·27· 5 ·11
126000 = 16·9·125·7
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Group type Order

Janko group 175560 = 8·3·5·7·11·19

A9 181 440 = 64·81·5·7
PSL2(64) 262 080 = 64·9·5·7·13
PSL2(81) 265680 = 16·81·5·41
PSLa(5) 372000 = 32·3·125·31
M22 443 520 = 128·9·5·7·11
New group 604800 = 128·27·25·7
PSL2(121) 885720 = 8·3·5·121·61
PSL2(125) 976500 = 4·9·125·7·31
Sp4(4) 979200 = 256·9·25·17

3. Known results used. The known results used will be numbered for
references later in the paper.

(1) A paper, as yet unpublished, by John Thompson [33]determines the
minimal simple groups. These are among

PSL2(p), p prime, p "?::> 5
PSL2(2P) p prime
PSL2(3P) p prime
PSL3(3)
Su(2p) p an odd prime.

Not all of these are minimal. In particular anyone of these whose order is a
multiple of 60 contains PSL2(5) = As of order 60.

(2) Daniel Gorenstein and John Walter [22] have shown that a simple
group with a dihedral Sylow 2-subgroup is necessarily a group PSL2(Q), q
odd, or the group A7• In particular if the order of the group is not divisible
by 8 then it is divisibleby 4 and is a group PSL2(q) with q == 3 or 5 (mod 8).

(3) Daniel Gorenstein [21]has shown that if a Sylow 2-subgroup of the
simplegroupG is Abelian, and if the centralizer of every involutionis solv­
able, then G is one of PSL2(q) where q == 3 or 5 (mod 8), q >5 or q = 2n,
n~2.

(4) Richard Brauer and Michio Suzuki [11] have shown that a Sylow
2-subgroup of a simple group cannot be a quaternion group or generalized
quaternion group.
(5) It has been shown by J. S. Brodkey [13] that if a Sylow subgroupP of

a group G is Abelian then there exist two Sylow subgroupswhose intersec­
tion is the intersection of all of them. In particular if any two Sylow p-sub­
groups have a non-trivial intersection, then the intersection of all of them is
a non-trivial group, necessarily a normal subgroup of G. Hence if a simple
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group has an Abelian Sylow p-subgroup S(p) = Po there must be a con­
jugate PI with Pc, nPI = 1.

The Brauer theory of modular characters has played a major role in this
search, in particular the theory for groups whose order is divisible by
exactly the first power of a prime. Let p be a prime and suppose that g, the
order of the group G, is divisibleby exactly the first power of p. We write

g = pqw(1 +rp), p-l = qt. (3.1)
Here G has 1+rp Sylow p-subgroups S(P) and the order of the normalizer
N(P) of a Sylow p-subgroup is iN(P)i =pqw. The centralizer C(p) of S(P) is
of order pw and C(p) = S(p) X V where V = V(P) is of order w. N(P)/C(P)
is cyclic of order q whereq jp - 1 is the order of the group of automorphisms
of S(P) induced by N(P). By a classical theorem of Burnside's ([14], p. 203)
if we had q = 1, G would have a normal p-complement and so we have
q > 1for a simple group.

(6) Brauer [3]. The principal block of characters Bo(p) contains q ordinary
characters Xl, X2, ... , lq where Xl is the trivial character of degree f1 = 1
and li( 1) = /;, i = 2, ... , q, and a family of t = (p -1)/q exceptional char­
acters x6 which are p-conjugate and are all of the same degree x~(1) = fo,
i= 1, .. " t. For the ordinary characters there is a sign bi = ± 1 such that
Mi == 1 (mod p) and for the exceptional character there is a sign bo = ± 1
such that bolo == - q (mod p). If q = p - 1 the single exceptional character
is not distinguishable from the ordinary character. Also the degrees satisfy
the relations

1+02/2+ ... +oqfq+o% = 0,
j; iq(l+rp). u=O, 1, ... , q.

If u is a generator of S(P) then

xlu) = bi, i = 1, ... , q, (3.2b)
x6(u) = - oo(sv + SSV + ... + sSq-1v), v = v(j),

(3.2a)

where e is a primitive ith root of unity, s is a primitive solution of sq == 1
(mod p) and v = va) ranges over t values such that vi gives a full set of a
non-zero residues modulo p. These values of the exceptional characters are
the Gauss periods of cyclotomy. If w = 1 then Bo(P) is the only block con­
taining characters of degrees not divisible by p. If w > 1there are further
non-principal blocks of characters of degrees not divisible by p and Brauer
gives relations similar to (3.2a, b) for these blocks. A character X of degree
divisible by p is a block by itself and vanishes for everyp-singular element
(an element of order divisible by p).No simple group of order divisible by p
has an (irreducible) character (except the trivial one) of degree less than
-}(p- 1) and if it does have an irreducible character of degree j-(P- 1) then
it is isomorphic to PSL2(P). This has been shown to be true by Feit and
Thompson [20] even if a higher power of p than the first divides the order of
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the group. More recently Feit [18]has extended this to show the same con­
clusion if G has a character of degree less thanp - 1. Everett Dade [16]has
extended Brauer's work to cover the case in which a Sylow subgroup is
cyclic.
(7) It was shown by Brauer [3] that, for groups divisible by only the first

power of a primep, the characters of a block may be associated with a
tree. Each ordinary character is a vertex and each modular character is an
arc. An ordinary character (treating a family of p-conjugate exceptional
charactersas a single character)decomposesas the sum of the modular char­
acters which are arcs with an end at the vertex for the ordinary character.
A modular character appears as a constituent of exactly two ordinary char­
acters and in each of these with multiplicity one. If Xi and 'Xk are the two
ends of an arc then Xi+Xk is a modular indecomposable and vanishes for
everyp-singular element, and so in particular if bi and Ok are the correspond­
ing signs 0;+ Ok = O.H. F. Tuan [34]has refined this for the principal block
and has shown that the real characters (characters real for every element)
in the tree form a stem which may be drawn in a straight line, and the tree is
symmetric with respect to this stem with complex conjugacy interchanging
the remaining vertices and arcs.

(8) Brauer and Tuan ([12], Lemma 1) showed that for X a character in the
principal p block Bo(P), in the notation of (5), then the restriction of X to V,
XIV, has the form x V = mQo+p(} (3.3)

where eo is the identity character of V and 0 is some characterof V possibly
reducible. In private communication to me, Leonard Scott has generalized
this to characters Xof a non-principal block Rip). In this case the formula
becomes

s
X I V = mL CNI+pO

i=l
(3.4)

where CN" i = 1, ... , s, are the irreducible characters of V conjugate in
N(P) associatedwith the block Rip). In case the character X has degreedivis­
ible by .PI a simple consequence of the fact that X vanishes for p-singular
elements yields

z l V = pe. (3.5)

The formula (3.4) gives for an x E V the determinantal relation
det (X(x» = det (e(x»)p, so that if e is of degree 1 and G is simple then
det 8(x) = 1, whence e(x) = 1 and x(x) = XCI) is the identity matrix, a situa­
tion impossible for a simple group. In particular with g = pqw( 1 + 1p) for a
simple group G, if Bo(P) contains a character of degree less than 2p, then
w = 1. This is also proved and used by Stanton [30] in his study of the
Mathieu groups. To avoid confusion with other references to Brauer and
Tuan we shall call this the Stanton condition.
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(9) Burnside has shown that groups of orders pOqb,p and q primes, are
solvable.A proof of this may be found on page 291 of the writer's book [23].

(10) It was shownby Burnside that if a Sylow p-subgroup5'(p) of a group
G is in the center of its normalizer N(P), then G has a normal p-complement
([23], p. 203). Here the normal p-complement K is a normal subgroup of G
such that GlK ~ S(p). An easy consequence of the Burnside result ([23],
p. 204) is that the order of a simple group is divisibleby 12 or by the cube of
the smallest prime dividing its order. Further results depending on the
theory of the transfer ([23], ch. 14) assure the existenceof normal subgroups
with p-factor groups. A recent theorem of John Thompson's [32] gives an
elegant condition for the existence of normal p-complements.

(11) Brauer and Reynolds [10] have shown that a simple group G whose
order g is divisible by a prime p>ql/3 is isomorphicto PSL2(P) wherep >3
or to PSL2(2n) where p = 2n+ 1 is a Fermat prime. Thus these groups are
the unique simple groups of their orders.

In a more refined form they show that if p2 l'g and we write g =
pqw(1 +rp) as in (3.1), if it should happen that

(p- 1)(1+rp) = (vp-l)(up+ 1) (3.6)

has only vp- 1= po 1 and up + 1 = 1 +rp as a solution in integers, then
with S the largest normal subgroup of G of order prime top we have one of

(a) GIS == PSL2(P) and r = 1,
(b) GIS == PSL2(2n) where p = 2n+ 1, r = ~(p-3),
(c) GIS is the metacyclic group of order pq.

This argument depends on the fact that the degrees 1;, i = 1, ... , q, and /0
in the principal block Bo(P) divide (p- 1)( 1 + 1p)and if there is no second
representation in (3.6) then Ji and tfo can only take the values 1, p-l,
1 +rp, and (p- 1)(1 + 1p). These restrictions together with the relation
(3.2) restrict the degrees so heavily that they are able to reach the strong
conclusions listed in (3.7).

(12) Supposethere is a factorization in (3.6) above so that ~ - 1)(rp + 1) =
= (op- 1)(up+ 1). Here vp- 1 >p- 1 so that v > 1 and consequently
up+ 1 < rp+ 1 and so u=r.Multiply out the equation, add 1 to both sides
and divide by p. This gives

(3.7)

rp- r+ I = uvp+v-u. (3.8)

This leads to the identity

(r-u)(u+ 1) = (up+ 1)(r-uv) (3.9)

which we may obtain by multiplying out the right-hand side and replacing
u2vp by u times the value of lDJP from (3.8). Since r» U the left-hand side
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is positive and so we may put r-uv = h where h is a positive integer.
Writing

(r-u)(u+ 1) = h(up+ 1)

and solvingfor r, we have
r = (hup+h+u2+u)/(u+ 1) = F(p, u, 11).

(3.10)

(3.11)

Thus the existence of further factorizations (3.6) is equivalent to expressing
r in the form (3.11) with positive h and u. We see that r > hpu/(u + 1)> t lip,
so that for a given r.h-« 2r/p. For a given II, since u + 11 h(P- 1) there are
only a finite number of trials to be made. As g = pqw(1 +rp) and q ;:.,2
it follows that 2rp2 < g, 2r < g/p2 whence h < g/p3.
(13) The general theory of modular charactersof G, when g is divisible

by a power pS of a prime p higher than the first, has been used only in a
limited way. For reference see Brauer [6].Suppose g = pSg' where g' =1= °
(mod p). Any element x of the finite group G has a unique expression
x = yz = zy where the order of y is a power ofp and the order z is relatively
prime top. We call y the p-part of x. Here if the order of x is prime to p,
then y = 1. If the p-part of x is not 1 we call x p-singular, and if the p-part
of x is 1 we call x p-regular. An irreducible character X of G of degree
divisibleby pS is said to be of highest type and is a p-block by itself and
vanishes for every p-singular element. An irreducible character of degree
divisibleby r:' is of defect 1 and all charactersof its block have degrees
exactlydivisibleby pS-l.
The orthogonality relation holds :

'L X(x)X(y) = 0, p-parts of x and y not conjugate. (3.12)
xEB(P)

A refinementof this, which also appears in both the Brauer-Tuanpaper
[12] and the Stanton paper [30], is the following:Let p and q be different
primes and suppose that G contains no element of order pq. We quote
Lemma 2 of Stanton [30]. If G contains no elements of order pq, where
g = par/g', (g', pq) = 1, and if

k
'LaiC,{x) = 0
;=1

for all p-regular elements x, then
~ a;CI(x)= 0, CiE B(q) a q block,

for all q-singular elements x. Furthermore
I: aiC,{I) == 0 (mod qb), CiEB(q).

We refer to this as the principle of "block separation". An application
is given in Example2 of § 5.
In Brauer-Tuan [12] it has been shown that a character of degree p',

S ;;..1, is not in the principalblock Bo(P) for a simplegroupG.
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A useful fact is that an algebraic conjugate of a character in the principal
block Bo(P) is also in the principal block. Thus if in Bo(P) there is only a
single character of a particular degree, then it is necessarily rational. For a
rational character of degree n representing a group G of order g faithfully
it has been shown by Schur [29] that the highest power of a prime p that
can divide g is pS where

s = [p~ 1] + [p(p~ 1)] + ... + [pi(p~ 1) ] . (3.13)

Here the square bracket [xl denotes the integral part of x.
(14) The writer [24] has shown that if a group G has a Sylow p-sub­

group P and a normal subgroup K, then the number np of Sylow p-sub­
groups in G is of the form np = apbpcp where ap is the number of Sylow
p-subgroups in G/K, bp is the number of Sylow p-subgroups in K, and cp
is the number of Sylow p-subgroups inNpK(P n K)/P nK From this it
is shown that np is the product of factors of the following two kinds:
(1) the number sp of Sylow p-subgroups in a simple group X; and (2) a
prime power qt where q' == 1 (mod p).
The Brauer-Reynolds results (3.7) combined with these results show

that certain numbers of the form 1 +kp cannot be the np of any finite
group: For example 15 cannot be n7 in any group nor can 21 be ns in any
group.

(15) A method attributed to Richard Brauer is quoted in the thesis of
E. L. Michaels [26]. This applies to cases in which a Sylow p-subgroup
is of order p', r > 1. Let K be of order r:' and the intersection of two
Sylow p-subgroups Po and Pl. Then Po U PI ~ No(K) = H and so H
contains more than one Sylow p-subgroup,say 1 + bK[J Sylow p-subgroups,
and of course every Sylow p-subgroup Pi intersecting Po in K normalizes
K Let G contain [G : N(P)] = 1 +mp S(P)'s and suppose that Po contains
rK conjugates of K Counting incidences of conjugates of IUnSylow p-sub­
groups we obtain

[G :N(P)]rK = (1 +bKP)[G: H]. (3.14)

Here the left-hand side says that each of 1 + mp = [G : N(P)] S(p)'s
contains ts conjugates of K, while the right-hand side says that each of
[G: H] conjugates of Kis contained in 1 +bKP S(p)'s. Also

mp = P ~ rxbs+ ap2,

where under conjugation by Po the remaining S(P)'s are counted, first those
whose intersection with Po is of index p, and the rest ap2 those whose inter­
section with Po is of index p2 or higher. This method is particularly useful
if the order of an S(P) is exactly [/" as the two relations (3.14) and (3.15)
are then highly restrictive.

(3.15)
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(16) If in G there are r classes of conjugates, Kl, K2, ••• , K" then in
the group ring R(G) over the complex field the class sums C, = 1: x,
x E K;, playa special role in character theory. Here

(3.16)

where the Cijk are non-negative integers. The coefficients Cijk can be
expressed in terms of the characters ([14], p 316). We have

r ( a axa)_ g "XiXj .k
Cijk - L... •e(xj)e(xj) a=1 na

(3.17)

Here xf is the value of the irreducible character 'l for an element x, of the
ith class K, and na = xa(1) is the degree of this character. C(Xj) , e(x) are
respectively the orders of the centralizers Co(Xj), CG(xj).

A particular case of (3.17) is that in which x, = Xj = t is an involution.
If Xk is of order p then, as shown in Brauer-Fowler ([8], Lemma 2A), Cijk
is the number of involutions conjugate to t transforming Xk into xi: 1.
In case Xk is of order p and (x) is its own centralizer and q[p - 1is even
this number is exactly p. As X(x) vanishes for characters not in Bo(P) the
equation (3.17) determines e(l') in terms of the values of X('l') and X(x)
for X in Bo(P). In case q is odd there is no involution in N(P) and so this
number Cjjk must be zero. We also have Cijk = 0 if q is even but t is not
conjugate to the involution in N(P).

4. General outline of the search. The major result of Feit and Thompson
[19]is that simple groups are of even order. Starting from the earlier results
in (9) of § 3 it is not too difficult to show directly that there is no simple
group of odd order less than one million, and in fact a search of odd orders
less than one hundred million was completed at almost the same time
that the Feit-Thompson result was announced.
The results (2) of Gorenstein and Walter show that if g, the order of

the simplegroup G, is divisibleby 4 but not by 8, then G is a groupPSL2(q).
Next suppose that g is divisible by 8 but not by 16. A Sylow 2-subgroup
S(2) is one of the five non-isomorphic groups of order 8. If S(2) is cyclic
or is the Abelian group with a basis [4,2] then S(2) is necessarily in the
center of N(2) and G has a normal 2-complement by (9). If S(2) is the
quaternion group then by the result (4) of Brauer and Suzuki G is not
simple. If S(2) is the dihedral group of order 8, then from Gorenstein and
Walter (2) G is a known group, namely PSL2(q) or A7. There remains
the possibility that S(2) is the elementary Abelian group of order 8. As
S(2) is Abelian G is trivially 2-normal and the theorem of Griin ([23],
p. 215) applies, so that G has a 2-factor group isomorphic to the 2-factor
group of N(2). The automorphismgroup of S(2) is of order (2A3-1)(23- 2) X
(23- 22) = 168 and as N(2)/C(2) is of odd order, its order must divide 21.
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It is easy to find that if N(2)/C(2) is of order 3 then N(2) has a factor group
of order 2, and so by Griin's theorem G has a normal subgroup of index 2.
Hence if g is divisible by 8 but not by 16, we may restrict our search to
orders which are also multiples of 7. We have incidentally proved the
uniqueness of the groups PSL2(q) as the only simple groups of their order
when g is divisible by 8 but not 16 or 7. In our list then there is a unique
simple group of each of the orders 360, 7800, 885 720, as well as orders
multiples of 4 but not 8, namely 9828 and 976 500, in each case the appro­
priate PSL2(Q).
A simple group G which is not minimal will contain some proper sub­

group which is not solvable and so has a simple group as a composition
factor. Hence G has a subgroup H and H has a normal subgroup K (pos­
sibly K = 1) such that HIK is a simple group. We call a factor group of a
subgroup a section. Hence by John Thompson (1) we may confine our
search to groups which have one of the simple groups listed as a section.
Here if [G: H] = t and [K: 1] = k, and HjK = swe have g = tsk.1f
the simple group HIK is PSL2(P) for p "'" 41 then as g ,.,. 1,000,000,
s """IPSL2(41)1 = 34 440 it follows that tk < 30. Then [G: H] = t < 30
and so G has a permutation representation on t letters. But as p ~ 41 G
cannot represent an element of order p faithfully on less than 30 letters.
Thus we may exclude as a section PSL2(P) with p """41. If PSL2(37) of
order 25,308 is a section, then tk ,.,.39, and since G is represented as a
permutation group on t letters and contains an element of order 37, then
k = 1, t ,.,. 39. Here H = G1 is the subgroup of G fixing a letter and, as
PSL2(37) does not (from its character table) have a permutation represen­
tation on less than 38 letters, it follows that t = 39. Then the order of
Gis 25 308·39 = 987012 and by Gorenstein and Walter must be PSL2(q)
with q == 3, 5 (mod 8) which it is not. If the Suzuki group Su(8) of order
29 120 is a sectionof G, then tk .;:::34. Now Su(8) has as rational characters
the identical character, one of degree 64 and another of degree 91. It has
two algebraically conjugate characters of degree 14 both of which take
the value - 1 on elements of order 5, three algebraic conjugates of degree
35, and three algebraic conjugates of degree 65. From this it easily follows
that Su(8) has no subgroup of index less than 65, and this of course corre­
sponds to its representation as a doubly transitive group on 65 letters.
Since Su(8) has an elementof order 13 we must have t ;;:,.14, and as tk ~ 34
then k = 1 or 2. With tk ~ 34 and either k = 1 or k = 2, the represen­
tation of G on 34 or fewer letters with G either Su(8) or the extension of
Su(8) by a center of order 2 corresponds to a subgroup of Su(8) of index
less than 65, which is a conflict. Hence no simple G has Su(8) as a section.
PSL2(32) is of order 32 736 = 32.3 ' 11·31. If PSL2(32) is a section of G
then tk ,.,.30, clearly a conflict as we cannot represent an element of order
31 on 30 or fewer letters.
Having eliminated the groups above as sections of G, and having shown
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easily that a section of a section is again a section, we have from John
Thompson's results in (1) that one of the following minimal simple
groups is a section of G.

Group Order
PSL2(5) 60 = 4·3·5
PSL2(7) 168 = 8·3·7
PSL2(8) 504 = 8·9·7
PSL2(12) 1092 = 4·3·7·13
PSL2(17) 2448 = 16· 9 . 17
PSLa(3) 5616 = 16·27·13
PSL2(23) 6072 = 8·3·11·23
PSL2(27) 9828 = 4·27·7·13

From Gorenstein's result (3) it follows that if the order of G is a multiple
of 8 but not 16, then the centralizer of an involution 1is not solvable and
so H = CG(r)/(T) is a non-solvable group of order a multiple of 4 but
not 8. Hence H contains as a section one of the groups PSL2(5), PSL2(13)
or PSL2(27) and so the order of G is a multiple of 8 ' 3 ' 5 ·7 = 840 or of
8·3·7·13 = 2184.

On the basis of the above information we may divide the orders to
be examined into seven lists, the orders being multiples of particular
numbers.

Form ofg Number of orders
A 16·3·5m = 240m 4166
B 16·3·7m = 336m, m t 0(5) 2381
C 8·3·5·7m = 840m, m odd 595
D 8·3·7·13m = 2184m,m odd, ~ 0(5) 183
E 16·9·17m = 2448m, m ~ 0(5), ¢ 0(7) 280
F 16·27·13m = 5616m, m t 0(5), t 0(7) 124
G 16·3·11·23m = 12144m, m ~ 0(5), t 0(7) 57

Total number of orders 7786

As we have already remarked, if g is divisible by 8 but not 16 then g
is also divisibleby 7 and from the Gorensteinresult (3) G containsPSL2(5),
PSL2(13) or PSL2(27) as a section and so g is divisible by 5 or 13, giving
lists C and D. For multiples of 16, g is certainly a multiple of 3. If g is a
multiple of 5 or 7 it is included in lists A or B. If g is not a multiple of 5 or
7 it contains PSL2(17), PSLa(3) or PSL2(23) as a section and so is listed in
list E, F, or G. There are a few duplications between lists E, F, and G, but
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otherwise no duplications in the lists. If we did not use John Thompson's
unpublished results (1), apart from lists C and D we would also have to
consider all 62,500 multiples of 16. This would add a large number of
orders to be examined, but probably not very many difficult ones, since
in practice the orders with only high powers of small primes seem to be
the most difficult to eliminate.

From the result (11) of Brauer and Reynolds, if g is divisible by a prime
P> 100 then as g < 1,000,000, P < z" and so G is necessarily PSL2(P)
or PSL2(2n) where p = 2n+ 1 is a Fermat prime. Hence we may assume
that g is divisible by no prime greater than 97.
At this stage we can divide our search into two parts. For the first part

g is divisible by a prime p in the range 37 ~ p ~ 97. For the second part
every prime dividing g is at most 31. The first part is far easier. We have
a prime p dividing g where r > g, since 374 = 1,874,161 > g. Suppose
first p3lg. Then G has 1 +kp Sylow subgroups S(p) and (1 +kp)p3Ig< p',
whence k = 0 and so S(P) <J G and G is not simple. Next suppose that p2lg,
and that G has 1 + kp S(p)'s. Then (1 + kp)p2lg < p4 and so 1 + kp -< p2.
Here an S(p) of order p2 is necessarily Abelian. As 1+ kp -< p2, two S(p)'s
have an intersection of order p. For if Po n PI = 1, where Po and PI are
two distinct S(P)'s, then PI would have p2 distinct conjugates under Po and
G would have at least 1 +p2 > 1 + kp Sylow subgroups S(P), a conflict.
But then by Brodkey's result (5) all S(P)'s intersect in a subgroup of order
p which is normal in G, and so G is not simple. It follows therefore from
our assumption that if g is divisible by a prime p such that p4 > g, then
only the first power of p divides g.
For the primes p with 37 ~ p ~ 97 we rely on the Brauer-Reynolds

results of (11) and (12). The number 1 + 1p of admissible S(p)'s was calcu­
lated by (3.1 1), and degrees satisfying (3.2) were found. In g = (1 +rp)pqw
the values of g and w were determined so that g would be divisible by 168
or 48, following Gorenstein and Walter's results (2) and (3). The details of
these calculations for p = 59 are given in Example 1 of § 5.

The Stanton condition of (8) and the principle of block separation are
applicable. An illustration of block separation is given in Example 2 of § 5.
All orders multiples of primes .PI 37 ~ p ..;;;97, were eliminated in this
way except for g = 265 680 = 16·81 ·5·41, which is the order of the simple
group PSL2(81). The value g = 885720 which is the order of PSL2(121) is
a multiple of 61 but did not come into consideration since here g is divisible
by exactly 8 but not by 7 and so its Sylow 2-group must be dihedral and
thus the Gorenstein-Walter results apply.

The remaining numbers in the lists A through G were calculated by
multiplying out products of the primes 2 through 31 in all possible ways
for each list giving all values of g in the lists not exceeding one million.
This saved the trouble of factorization and automatically eliminated all
orders divisible by primes exceeding 3 1.



Simpk groups of order less thonone million 149

The number of orders in the lists at this stagewas as follows:

FOTmofg Number of order» Redueed munber
A 240m 1064 684
B 336m 563 208
C 840m 181 135
D 2184m 68 32
E 2448m 125 29
F 5616m 72 52

G 12144m 44 6
--

Totals 2117 1146

At this stage the computer calculated for every order the possible num­
ber of S(p)'s for p = 7,... , 31. Sylow numbers 1 +'1' which arose were
then listed by the primes, and, assuming g to be divisible by exactly the
first power of .PI further factorizations of the form (p- 1)(1 +'1') =
(If' + 1)(vp - 1)werefound.Herea given(p- 1)(1 + '1') wastestedfor divis­
ibilityby all numbers lqJ+ 1 or vp - 1 less than 1000, since in every case
1,000,000 >g>p(1+'1')> (p - 1)(1+ '1'). If one or more further factor­
izations for (p- 1)(1+'1') were found, then for each value of q dividing
~l which actually arose for some order the degrees satisfying (3.2) for
1 + '1' S(P)'s were listed. Note that the existence of a second factorization
does not guarantee the existence of degrees greater than t(P-1) satis­
fying (3.2). For example with 320 S(11)'s, 10·320 = 100·32 but no de­
grees are found for q = 2, 5, or 10.
Suppose g is divisible by exactly the first power of the prime p. For

np = 1 + '1'Sylow p-subgroups, and qi (P-l), the order of the automor­
phisms induced in S(P) byN(P), if there is no set of degrees satisfying (3.2)
this is a combination to be excluded and as such a "bad" combination.
If g is divisibleby p2 or a higher power and if 1+ '1' <:.p2, then in the rep­
resentation of G on 1 +'1' letters every orbit is a p-cycle and so tKp) is
Abelian of exponent p. But then any two S(p)'s have a non-trivial inter­
section and by Brodkey's result (5) all S(p)'s intersect in a non-trivial
subgroup of G which is necessarily normal. Hence if p2[g, 1 + rp<:.p2
S(P)'s is not possible in a simple group.
The computer took the 2117 orders each with its list of Sylow numbers

1 + rp and order of N(P) g /(1 + '1') and marked it "Fails Brauer test on
p = s" in case for the prime s dividing g to the first power, no pair 1+rs,
qi s- 1, sq(l + rs)ig was a good pair and marked it "Fails SJi' test"
if pn/g,,,,.2 and all 1+rp <:. p2, This reduced the number of orders to
be considered from 2117 to 1146. Note that the tests used so far depend
essentially on a Sylow number 1 +rp and, if only the first power of p
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dividesg, then also on qi (p- 1).These tests involving table look-upswere
easy to put on the machine.
The remaining 1146 orders were examined individually. The Stanton

principle, that if every set of characters for Bo(P) (p dividingg to the first
power) contains a character of degree less than 2p, we must have w = 1,
could have been mechanized. But this test, illustrated in Example 3 of
§ 5, was not difficult to apply by hand.
Certain orders were eliminated by consideration of Sylow groups of

order p2 or higher. Example4 of § 5 illustratesa relativelyeasy case.
The interplay between a Sylow p-group and a Sylow q-group provided

informationin many cases. Since a group of order 35 is necessarilycyclic
it follows that if an S(5) is of order 5 and an S(7) is of order 7, then if 7
divides the order of N(5) then also 5 divides the order of N(7) and con­
versely.
Since an overwhelmingfraction of the orders were divisible by a prime

p to exactly the first power, most investigations relied on the Brauer
theory (6) of modular characters for these. For the most part the compu­
tations relied on the principal block Bo(P).Here C(P) = S(P)X V(P). If
V(p) =1= 1 the restrictionformulae (3.3), (3.4) and (3.5) were very valuable.
Example5 eliminatingthe order g = 25200 = 16·9 ·25 ·7 illustrates sever­
al of these principles, including the use of the Brauer-Fowler formula.
Example 6 shows how this theory is useful in constructing the simple

groups when they exist. For g = 29120 = 64·5·7 '13, there is a unique
simple group, the Suzuki group Su(8). The Brauer theory makes the con­
struction of the complete character table easy. From this table we are
then able to deduce that G has a doubly transitive permutation represen­
tation on 65 letters. We can then construct this permutationrepresentation
and thus prove the existence and uniqueness of a simple group of this
order. Z. Janko [25]has shown how to use the character table of his group
to construct it as a matrix group of dimension 7 over GF(ll).

S. Examples of application of the general theory.
EXAMPLE 1. gisamultipk ofp=59. Here g = 59(1+ 59r)qw,q;;.=2.

Thusr oS; 143.In the formula(3.11)h oS; 4. r = F(59, u, h). Thereare 9 com­
binations (II,u, r) satisfying (3.11).

(h, u, r) (P-l)(l+rp) = (1+up)(vp-l), g = (1+rp)pqw
(1,1,31) 58.1830 = 60.1769, g = 107,970qw
(1, 28, 85) 58.5016 = 1653.176, g = 295,944qw
(1, 57, 115) 58.6786 = 3364.117, g = 400,374qw
(2, 1, 61) 58.3600 = 60.3480, g = 212,400qw
(2, 3,92) 58, 5429 = 178.1769, g = 320,311qw
(2,28, 142) 58.8379 = 1653.294, g = 494,361qw
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(3,1,91) 58.5370
(3,2, 121) 58.7140
(4, 1, 121) 58.7140

= 60.5191,
= 119.3480,
= 60.6902,

g = 316,830qw

g = 421,260qw

g = 421,260qw
The last two give the same value of r so that we are dealingwith a triple
factorization

58.7140 = 60.6902 = 119.3480.
In every case then we have f1JJ..,. 9 and so necessarily q = 2. We have shown
that we need consider only values of g which are multiples of 168 or 48.
We consider the factorization of 1 +rp.

1830= 2·3·5·61
5016 = 8·3·11·19
6786 = 2·81·43
3600 = 16·9·25
5429 = 61·89
8379 = 9·49·19
5370 = 2·3·5·179
7140 = 4·3·5·7·17

In order that g be a multiple of 168 or 48, with the possible values of qw
makingg < 1,000,000,we need consider only 1 +11' = 1830, q = 2, w = 4;
1+rp = 5016, q = 2, w = I; 1+rp = 3600, q = z, w = lor 2;
l+rp = 7140, q = 2w = 1.
The basic relations (3.2) on the degrees of Bo(59) reduce here to

l+bQ{o+(hh = 0, b~{1 :::1,00/0 == -2(59),
/012(1 +rp), /112(1+rp), /0'/1>- 29. (5.1)

For the four possible values for 1
only in the first and last cases.

1830S(59)'s
7140S(59)'s

+rp we find degrees satisfying (5.1)

1-61+60 = 0
1-120+ 119= 0

(5.2)

For 1830 8(59)'s, since the degree 60 is less than 2p = 118, the Stanton
condition (8) requires w = 1, but this is in conflict with the condition
that g be a multiple of 4. Hence we may exclude 1830 8(59)'s. The only
case remaining is that of 7140 S(59)'s,q = 2, w = 1 and we have

g = 7140·59·2 = 842,520 = 8,3'5'7'17'59,
IN(59) I = 118 = 2.59, q = 2, w = 1. (5.3)

Degrees in Bo(59): 1-120+ 119 = O.
Here a group of order 17·59is necessarilyAbelian and so since 17{IN(59)1
it follows that 59fIN(17) I. The only possible numbers of S(17)' s are
CPA 11
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easily found to be
15.59 = 885 S(17)'s with IN(17) 1= 8·7·17
168.59 = 9912 8(17)'8with iN(17) i= 5·17.

If IN(17) I= 5.17, then S(17) is in the center of its normalizer and by
the Burnside condition (9) b has a normal 17 complement.We may ex­
clude this. An S(2) of order 8 is necessarilythe elementaryAbelian group
because of (2) and (4) and so with N(17) 1= 8 ·7·17wemust have q = 2,
w = 28 for N(17). Thus the relations (3.2) reduce to

1+00/0+01[1 = 0, 00/0 == -2(17), 01tl == 1(17) (5.4)
and /0, /1 divide2·885= 2'3'5·59, h < 8. No such divisors exist and so
we may exclude 885 S(17)'s. We conclude that no simple group of this
order exists. This completes the eliminationof all orders which are mul­
tiples of 59.

EXAMPLE 2. Block sepcuution.
g = 783216 = 16·27·49'37, 5292 S(37)'s, q = 4, w = 1.

Degreesin Bo( 37): 1-189+2(112)-36 = O.
Here 00/0 = - 189, 01[1 = 02/2l = 1 12,(03[3 = -:Ii
Here there are (37- 1)/4= 9 37-conjugatecharacters of degree 189, and
in Bo(37) two characters of degree 112 and one of degree 36. The charac­
ters of degree 189 and 112 are of 7-defect 1. For any 37-regular element
x we have by (3.12)

1 - XI89(X) + XW2(X) + X~~2(X) - X36(X) = O. (5.5)
The characters of degrees 189 and 112 belong to 7-blocks of defect 1,
those of degree 1 and 36 to 7-blocksof defect 2. Hence by block separa­
tion as given in Lemma2 in (11) of § 3 we must have

1- X36(1) = 1-36 = -35 == 0 (mod 49)
But this is a conflict and so there is [no simple group of order g. (All
other possibilitieswere eliminated by more elementary arguments.)

EXAMPLE 3. 'DIe Stanton rontlmon
g = 92400 = 16·3·25·7·11.

For p = 11 the only number of 8(11)'s for which degrees satisfying
(3.2) exist is 210 S(ll)'s.Here IN(ll) = 440 = 8·5·11.
For q =2 the degrees 1 +D%+ D2/2 = 0 are 1+20- 21= O.
For q = 5degrees are 1 + D%+ D2/2+ 03/3+ D4/4+ 05js = 0,

where 00/0 = 6, 50, or 105 and b;h = 210, -175, 100 -21, 12, -10.
10

For q = 10 degrees are 1 + L b;h = 0
;=1

with b;/i = 210, -175, 100, -21, 12, -10.
For q = 5 or q = 10 there is in every instance a degree 10or 12.
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By the Stanton principle quoted in (8) since there is in every instance
a character in BoC 11) of degree less than 2p = 22 in g = p(1 +rp)qw
we must have w = 1. But here qw = 40 and so for q = 2, w = 20;
q = 5, w = 8 ; q = 10, w = 4. Hence the condition is violated and there
is no simple group of order g = 92400.

EXAMPLE 4. 'IbeBmuer method fOrgroups divisibk by p2.
g = 202800 = 16·3·25·169

Numbers of the form 1 + 13k dividing g are 1, 40, 300. By the Brodkey
argument (5) as 40< 169 we cannot have 40 S(13)'s. Suppose we have
300 S(13)'s and iN(13)i = 676 = 4·169. As 300 = 1+23'13, and
23 :$= 0 (13), if Po is an S(13) there must be a PI with [PO:POnPI] = 13.
Write pon PI = K. In the notation of (3.14)

300rK = (1+ 13bK)[G : No(K)). (5.6)
As 1 <: 1 + 13bK < 300 and as (1 + 13bK)/ i its only possible value is
40 = 1+3,13. Hence

300rK = 40[G : Na(K)]
15rK = 2[G : No(K)].

(5.7)

Here (3.15) takes the form

299 = 13 ~>KbK+a'169
K

23 = L rsbx+ 13a.
K

(5.8)

But 1+b~13 = 40 and so bK = 3 in every case and from (5.7) it follows
that rK is even. Thus in (5.8) ais odd and 13a < 23 and so a= 1 giving
23 == L 3rK+ 13 whence 3123- 13 = 10 which is false. We have reached

K
a conflict and conclude that there is no simple group of order 202 800.
An alternate argument applicable here rests on showing that no group

contains exactly 40 S(l3)'s. From the writer's result (14), since 40 is not
a prime power and 40 has no proper factorization 40 = (1 + 13r)(1+ 13s),
it follows that if there is a group with 40 S(13)'s then there is a simple
group with 40 S(13)'s. Since 40 <: 169 there is no simple group G with
40 S(l3)'s if 1321g, by the Brodkey argument (5). If g = 40·13qw, since
12·40 does not have a further factorization (l3u+ 1)(13v- I), the Brauer­
Reynolds argument (11) shows that there is no simple group of such an
order, as 13- 1 is not a power of 2 and PSL2 (13) has 13 + 1 = 14 S(13)'s.
Hence no group has 40 S(13)'s. Thus it is impossible that H,(K) has
40 S(I3)'s in the above argument.

EXAMPLE 5. g = 25200 = 16'9,25,7.
For p = 7 the admissible Sylow numbers and orders of N(7) are as

follows
11*



154 Marsholl Hall J:

36 S(7)'s, IN(7) I= 700 = 4'25·7
50 S(7)'s, IN(7) = 504 = 8·9·7
120S(7)'s, IN(7) I= 210 = 2'3·5·7
225 S(7),s, IN(7) I= 112 = 16.7
400 S(7)'s, IN(7) I= 63 = 9 '7
1800 S(7)'s, IN(7) I = 14 = 2.7

We shall handle these separately.Except for 1800 S(7)'8 we have w>i.
In Ro(7) for 36 or 50 S(7)'s we have a character of degree 6 or 8 in every
case. By the Stanton condition in (8) we may exclude 36 or 50 S(7)'s.
For 120 S(7)'s, IN(7) = 2,3·5,7 and there are characters of degree 6 or
8 to be excluded by the Stanton condition except for

q = 2, w = 15, degrees 1-16+15 = 0 (l+bofo+biz = 0);
q = 6, w = 5, degrees

1-48+2(36)+2( -20)+ 15 = 0,
if I20+2( -48)+2( -20)+ 15 = O.

in all three cases we have a single character of degree 15, which is there­
fore necessarily rational. Hence on restriction to V(7) (writing XI5 for a
character of degree 15)

XIS I V(7) = (10+7 (t2. (5.9)

Here Go is the identity character for V(7) and /-'2 a character of degree 2,
necessarilyrational since XI5 is. But by the Schur result (3.13) a rational
character of degree 2 can represent a group whose g order is divisible by
at most 23• 3 = 24 and by no primep;)l: 5. But w = 15 or 5 and this con­
flicts with the Schur result if V(7) is to be faithfully represented, as it
must be if G is simple.
For 225 S(7)'s IN(7) I = 112 :: 16·7 we must have q = 2, w = 8 and

as the only degrees possible are if 5 - 6 = 0 the Stanton condition ex­
cludes this. Again for 400 S(7)'s, IN(7) I = 63 = 9.7, we must have q= 3,
w = 3 and the degreesare all excludedby the Stanton condition.
For 1800 S(7)'s /N(7)1 = 14 ::::2.7 we have q= 2, w = 1. The possible

degrees 1 + bofo+ bJ'2 = 0 are:

1+5-6 = 0,
1-16+15 = 0,
1- 9+ 8=0.

(5.10)

The first case may be excluded by Schur's result since the rational char­
acter X6 cannot faithfullyrepresenta groupwhose order is divisibleby 25.
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Here N(7) has the following defining relations: a7= 1, b2= 1, bob = a-I.
The table of characters for N(7) is as follows:

c(x) 14
h(x) 1
x 1
At) 1
AI. I
,..,,1 2
,..,,2 2
/-ta 2

7 7 7 2
2 2 2 7
a a2 a3 b

- 1
(5.11)

'fI1 'f}2 rJ3 0

'YJz 'YJa 'f}1 0

n« rJl '1'/2 0

x is an element, h(x) the number of conjugates of x, c(x) the order of C,(x).
Here 'YJl= e+ 8-1, 1)2= e2+ .,-2, 'f}a= e3+s-a, where e is a primitive 7th
root of unity, and 1)1+1)2+'1'}3 = - 1

From the Brauer results (3.3) the other degrees in (5.10) correspond to the
following characters in G:

c(x) g 7 7 7
hex) I 3600 3600 3600
x
120

el 15
o, 16
O2 16
6a 16

1
(5.12)

rJl 'l'}2 'l'}3

1)2 1)3 '11
1)3 rJl '12

c(x) g 7 7 7
hex) 3600 3600 3600
x
eo

1
I
8
9
9
9

(5.13)

'f}l 'f}2 'l'}a

1j2 1)3 'I'}1

'Y/a 'Y/l 'I'} 2

Since g = 25200 = 16·9·25·7, the characters in (5.12) (h, O2, Osare of
highest type for p = 2 and so vanish for b, a 2-singular element. All further
characters for G have degrees multiples of 7 and vanish for a, a2, and cr.



156 Marshall Hall Jr.

Hence, by orthogonality between the a column and the b column in (5.12),
(!1(b) = - 1. By the Brauer-Fowler formula in (3.17) we have Cijk = 7 if
Xi = Xj = b and Xk = a. Here this gives

7 _ 25200 ( _I)
- c(b)2 1+ 15 . (5.14)

This gives C(b)2 = 3840 which is a conflict since 3840 is
we may exclude the degrees in (5.12).

For the degrees in (5.13) if we restrict (h to N(7) we
el(1) = 8, !?l(a) = 1, that we must have

!?l IN(7) = Ai+AJ+.ul+ .uz+ .us,
where A; and Aj are any combination of ).0 and AI. We conclude that

not a square. Hence

see, from the values

(5.15)

!?l(b) = 2,0, -2 . (5.16)

The matrix M(b) which has (!1(b) as its trace has 8 eigenvalues which are
+ 1 or - 1, say r (+ 1)'s and t (-I)'s, where r + t = 8. The determinant of
M(b) (which may be taken in diagonal form) is (- 1)'. As the determinant
of M is a one-dimensional representation of G, which is simple, it must be
1 for every element. Hence t is even and el(b) = r- 1= 8 -21== 0 (mod 4).
Thus (!l(b) == 0 (mod 4) and from (5.16) this makes (!l(b) = o. The 7-con­
jugate characters (jl, (j2, (js are equal for b and so, by orthogonality with the
a-column, BI(b) = (j2(b) = (js(b) = 1. In this case with Xi = Xj = b, xi=a
the Brauer-Fowler formula becomes

7 = 25200 = (1 _ _!_)
c(b)2 9 '

giving C(b)3 = 3200 which is not a square, and so the degrees (5.13) are
also to be excluded.
Thus every possibilityhas been excluded and we conclude that there is no

simple group of order 25200.
There are other cases, not illustrated here, in which the restrictions to

V(P) such as x151 V(7) = (10+ 7\12are very useful. For example if there is an
involution tin V(7) we must have f.Lz(t) = -2 in order for the determinant
to be + 1. In this case t is the only involution in V(7) and so in the center
of N(7). Also X15('r) = - 13 and so c(t»169. If say IN(7) I = 84, then
H = Ca(t) properly contains N(7). This may force Hto be G or to contain
a number of S(7)'s such as 15, which is impossible by the writer's results
in (14).

(5.17)

EXAMPLE 6. The Suzuki group.

g = 29120 = 64·5·7·13.
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Here the Suzuki group Su(8) of order 29120 = 64·5·7 ' 13 will be con­
structeddirectly from its order using the Brauer theory of modular charac­
ters.
The only divisors of g of the form 1 + 13k are 14,40, and 560. By the

Brauer-Reynoldsresults (1 1), 14 S(13)'s is possible only for PSL2(13).
There is no further factorization 12·40+(13u+l)(13v-l) so that 40
8(13)'s is impossible. For 560 S(13)'s we have the factorizations
6720 = 12·560= 14·480= 40.168 = 105·64.Here IN(13)1=52=4· 13. For
q = 2 there are no degrees 1 + 00/0+ 02/2 = 0 with };12'560, 00/0 == - 2(13),
bz/2 == 1(13).For q = 4 we have 1+b%+b2jz+ba/a+o4/4 = 0 with
Ji14·560 and bolo == - 4(13), b;j; == 1(13), i = 2, 3, 4. Here the possible
values for bolo are -4, -160, -56, 35 of which the 4 is too small since
4<!(13 -1) ;::6. For bJi the possible values are 560, 14, 40, - 64. Since
one of thef's must be odd we must have bolo = 35, and we find the only
combination to be

1+35-64+2(14) = O. (5.18)

As 71'IN(13)1it now follows that 131'IN(7)1 and so the number of 8(7)'8
is a multiple of 13.For S(7) we must have q = 2 since 3 does not divide g.
Here 1 + 00/0+ 02/2 = 0 with bolo == -2 (mod 7), bUl == 1 (mod 7). As
degrees not in (5.18) are multiples of 13 this forces 02/2 = 64, and so we
have bolo = - 65 and the S(7) degrees are

1-65+64 = O. (5.19)

Since these degreesmust divide q( 1 + rp) = 2( 1 + 7r) the onlypossibilityis
1 + 7r = 65 •32 = 2080 8(7)'s,N(7) = 14, q = 2 w = 1. Since degrees not
in (5.18) or (5.19) are multiples of both 7 and 13, and as g = 29120 is the
sum of the squares of all degrees, there is exactly one further irreducible
character and this is of degree 91.
At this stagewe havea partialcharactertablefor G, wherean S( 13)= (0)

with al3 = 1 and N(13) is definedby

al3 = 1, bi = 1, b-lab = as. (5.20)

There are three classes of elements of order 13with representativesa, a3, a9

and as era) = 13 each of these contains 2240 elements. For an S(7) = (c)
we have as definingrelationsfor N(7)

c' = 1, XZ = 1, xcx = c-l,l (5.21)

and each of the three classes with representatives c, c2, c3 contains 4160
elements. The partial table follows:
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c(x)
hex)
x
eo
(h

e2
ea
e.
es
e6
87

l?s

!?u
l?IO

Marshall Hall Jr.

g
I

13 13
2240 2240

13 7 7 7
2240 4160 4160 4160
a9 c c2 c3

64 - 1
14
14
35
35
35
65
65
65
91

- 1 - 1 I I I
0 0 0
0 0 0 (5.22)
0 0 0
0 0 ()

0 () 0
VI V! Va

V2 Va VI

v3 VI V2

0 0 0

Here the u's are Gauss sums of 13th roots of unity, the v's of the 7throots
ofunityand UI +U2+US = VI +V2+VS == -1.
For an S(5) we have q = 2 or q = 4. If q = 2 the degrees are 1 + bofo+

+ 62/2 = 0 with 6d2 == 1 (mod 5) and bolo == -2 (mod 5). There are no
such degrees and so we have q = 4 and the degrees satisfy bd; == 1 (mod 5).
The only possibilityis

-Ul -U2 -us
-U2 -Ua -UI

-U3 -Ul -U2

0 0 0

0 0 0
0 0 0
0 0 0

1-64+2(-14)+91 = O. (5.23)

All other charactersare of degreesmultiples of 5. Hence for N(5) we have
q = 4, W = 1,

(5.24)

The degrees in (5.23) serve as a partial confirmation that a group of the
order may exist. As (5.23) is the relation ondegrees for Bo(5) with q = 4,
and necessarily w = 1 since all other degrees are of highest type for q = 5,
we must have 1456 S(5)'s and so d has c(d) = 5 and then h(d) = 5824.
Also f!o(d) = 1, f!1(d) = - 1, f!2(d) = - 1 and eIO(d) = 1, while ei(d) = 0
for the remaining characters.
There are 11 distinct irreducible characters for G, the two of degree 14

being complex conjugates from considerations of the tree for Bo(13) as
given by (5.18) or Bo(5) as given by (5.23). Hence there are exactly 11 con­
jugate classes of elements in G with representatives 1, a, a3, a9, c, c2, ca, d
for eight of these and three other classes of which b and b2 from (5.20)
must be two. As b2 is of order two each of its characters is a sum of + I's
and - I's and so real. All charactersin (5.22) are real as are also the char­
acters of d. If the characters of b were all real then by orthogonalityall
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characters would be real, contrary to the fact that !?2 and !?3 are complex
conjugates. Thus some character of b is complex and its complex conjugate
is the character of b-1• Hence b2, b and b-1 are representatives of the
three remaining classes. It remains to determine their characters. We shall
first give the complete table and then say how (5.22) was completed. Here is
the full table.

g = 29120 = 64·5·7·13
c(x) g 13 13 13 7 7 7 5 64 16 16
hex) I 2240 2240 2240 4160 4160 4160 5824 455 1820 1820
x 1 a a3 as C c2 c3 d b2 b b-1
eo I I I I
Ql 64 - 1 - 1 - 1 I I I - 1 0 0 0
e2 14 0 0 0 - 1 -2 2i - 2 i
~3 14 0 0 0 - 1 -2 -2 i 2i
(14 35 - Ul - U2 - U3 0 0 0 0 3 - 1 - 1

35 - U2 - Us - U1 0 0 0 0
35 -U3 -U1 -U2 0 0 0 0
65 0 0 0 Vi v2 V3 0

3 - 1 - 1
3 - 1 - 1

.7

65
65
91

o
o
o

o
o
o

o
o
o

V3

o
v2

v2 v3 VI 0

o
o I
o -5 - 1

I
- 1
(5.25)

As there is only one class of involutions, namely -r: = b2, we may apply the
Brauer-Fowler formula three times, namely for Bo(13), Bo(7), and Bo(5) ,
to 'toAs el of degree 64 is of highest type for p = 2, then el(r) = 0 and so for
Bo(7) with degrees 1 - 65 + 64 = 0 we find by orthogonality e,(f) = es(z) =
f29(r) = 1 and the Brauer-Fowler formula becomes

29120 ( 1 )
7 = c('r)2 1- 65 '

c(r)2 = 4096, C(f) = 64.

(5.26)

yielding
As 0'2 and 0'3 are complex conjugates but real for -r: we put e2('r) = (>3('r) = x.
Also e4(f) = esCr)= y as these are algebraic conjugates but rational for r,
We already have e,(r) = ell') = 1 and e1O(r)= z. Orthogonality with the
columns for a and d and the order of c(-r:) give

1+2x+y = 0,
1-2x+z = 0,

1+2x2+3y2+3+z2 = c(-r:) = 64.
(5.27)
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This leads to 18x2+8x-56 = 0 whose roots are x = -2 and x = 14/9.
Since x is a rational integer it is x = (!2('t) = ('3('1:) = -2 and the charac­
ters for b2 = 't are completely determined.
The remaining 3640 elements are equally divided between the classes

for b and b-1 since c(b) = c(b-1) whence there are 1820 in each and
c(b) = c(b-1) = 16. As all characters except {!2 and (23 are real we have
(!;(b) = (!i(b-1) in all other cases and row orthogonality determines all of
these. Complex conjugacy and the fact that c(b) = 16 determines 1?2 and
1?3 for b and b-1.

From the table of characters we see that S(2) is non-Abelian since
c(b) = 16, and so the center Z(2) of S(2) is of order 2,4, or 8. An element of
order 5 or 13 in N(2) would normalize and so centralize Z(2) contrary to
the fact that C(5) = S(5) and C(13) = S(13). Hence the number of S(2)'8
is a multiple of 65 and so is either 65 or 455. If the number were 455, since
455 $ 1 (mod4) there wouldbe two S(2)'8 Po n Pz = K whereKis of order
32 and Nc;(K)contains an oddnumberof S(2)'s. As 32- 1 = 31 is not a mul­
tiple of 5, 7, or 13 an element of odd order normalizing Kcentralizes some
2-element, contrary to the fact C(5) = S(5), C(7) = S(7) and C(13) = S(13).
Hence the number of S(2)'s is not 455 but is 65 and N(2) is of order 64.7 and
is a Frobenius group as C(7) = S(7). Thus S(2) has a center Z(2) of order
8 and S(2)/Z(2) is also of order 8 and both are acted upon by S(7) without
fixed points. Each of 65 S(2)'s has 63 elements besides the identity giving
4095 2-elements which must be distinct since G has 455 involutions and
3640 elements of order 4. Hence the S(2)'8 have trivial intersection and in
the representationof G on the 65 cosets of N(2), every 2-elementfixes exactly
one letter. G1= N(2) is a Frobenius group on the 64 letters it moves, being
the regular representation of S(2) normalized by an element c of order 7.
An automorphism m of order 7 on an elementary Abelian group of

order 8 satisfies either x"'3+m+1 = lor x"'3+m2+1= Ifor every element. The
group S(2) of order 64 is determinedup to isomorphismby the fact that it is
non-Abelian and has a center Z(2) and factor group S(2)(Z(2) both elemen­
tary of order 8 and having an automorphism of order 7 which is fixed point
free. Here c, of order 7, induces the automorphism,and on S(2)/Z(2) we have
the relation _xC3+C+1= 1 and on Z(2) _xC3+C2+1 ,;" 1. If the '~a~~ relation
held in both places S(2) would be Abelian. Interchanging the relations
amounts to replacing c by c-1.

Take bi = b of order 4 and b~= el is in Z(2). The automorphism in­
duced by c (x -+ c-1xc) is givenby

(5.28)
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These give rise to relations

hi = el = (hz, ba),

b~= e2 = (bI, ba)(b2, ba),

b~ = ea = (bl, bz)(b1, ba)(bz, ba),

(5.29)

using the commutator notation (x, y) = x-1y-1xy.

We may now give the permutationson letters 0, ... , 63 generatingN(2).

c = (0)(1, 2,3,4, 5,6,7)(8, 9, 10, 11, 12, 13, 14)(15, 16, 17, 18, 19,20,21)

(22, 23, 24, 25, 26, 27,28)(29,30,31,32,33,34, 35)(36,37,38,39,40,41,42)

(43,44,45,46, 47,48,49)(50 51,52,53,54,55,56)(57,58,59,60,61,62,63).

b = i,= (0, 8, 1, 15)(2, 22, 6, 50)(3, 29,4, 36)(5, 43, 7, 57)(9, 39, 58, 25)

(10,28,52, 14)(11,37,46,51)(12, 62,40,27)(13, 33,34, 19)(16,60,44, 18)

(17,49, 24,42)(20,61, 41,54)(21,45, 56,31)(23, 53,30,32)(26,48, 47, 55)

(35, 59, 63, 38).
(5.30)

The Suzuki group G will be obtained by adjoining a further letter 00 and
finding an involution 't (necessarily conjugate to b2) interchanging 00 and °
and so normalizing the group (c). 't must also have the property that for
any u E Goo = N(2) tUf = xty for appropriate x, y EN(2). With a certain
amount of trial this determines l' (up to a conjugate by c) as

t = (co, 0)(1, 57)(2, 63)(3, 62)(4, 61)(5, 60)(6, 59)(7, 58)(8, 26)(9,25)

(10,24)(11, 23)(12, 22)(13, 28)(14, 27)(15, 37)(16, 36)(17, 42)(18, 41)

(19,40)(20, 39)(21, 38)(29, 52)(30, 51)(31, 50)(32, 56)(33, 55)(34, 54)

(35, 53)(43)(44, 49)(45, 48)(46,47). (5.31)

6. Construction of a new simple group of order 604,800.In his announce­
ment "Still one more new simple group of finite order" Zvonirnir Janko
gives a character table for a simple group of order 604,800 if such a group
exists. In this group there are two classes of involutions,one with a central­
izer of order 1920, the other with a centralizer of order 240. He gives the
character table for such a group.

The group has 21 classes and three of the characters are as follows:
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Order of an element I 2 4 8 6 12 10 10 2 6 10 10
Order of centralizer g 1920 96 8 24 12 1010 240 12 20 20

1/)1 I 1 1 1 1 1 1 1 1 1 1 1
1j!s 36 4 40 1 1 -1 -1 0 0 0 0
1j!10 63 15 3 1 0 0 0 0 -1 -1 -1 -1

1j!1+1j!S+1j!lo ~ X 100 208222 0 0 0 0 0 0
3 3 5 5 5 5 15 15 7

1080 36 300 300 50 50 15 15 7
1 1 1 1 1 1 1 1 1
9 0 -4 -4 1 1 -1 -1 1 (6.1)

0 3 3 3 -2 -2 0 0 0
10 3 0 0 0 0 0 0 2

Under the assumption that X is the character of a group G of order
604,800 representedas a permutationgroup on 100 letters, the group G will
be constructed and it will be shown that G is simple.

The stabilizer of a letter Gr% is of order 6048. From the fact that an S(7)
is its own centralizer it is not difficult to show that Gr% must be the simple
group Ua(3). As X is the sum of three irreducible characters of G it follows
that Gr% has precisely two orbits besides the fixed letter IX, and in D. G. Hig­
man's terminology, G is a rank three group.
In GF(32) the mapping x ....•.xs = x is an involutory automorphism. The

unitary group Us(3) consists of the linear transformations over GF(32) on
x, y, z leaving invariant for points A = (x, y, z) the metric

(A, A) = xx+yy+zi. (6.2)

A natural representation for H = Us(3) is as a permutation group on the
28 points A for which (A, A) = 0 considering these as points in the projec­
tive plane PG(2, 33. These lie in sets of four on 63 lines and form a block
design D with parameters b = 63, v = 28, r = 9, k = 4, A = 1. Number the
points 1, ... , 28 and the lines 37, . . . ,99 we have for the set of lines con­
taining the point 1

La?: 1, 2, 3, 4
L.u: 1, 5, 18, 28
L51: 1, 6, 14, 23
L~8: 1, 7, 15, 22
L65: 1, 8, 19, 25 (6.3)
L72: 1, 9, 16, 27
L63: 1, 10, 17, 24
L, : 1,11,20,21
L&1: 1, 12, 13, 26
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Here His generated by the permutations

a = (1, 5, 7, 3, 12,24, 11)(2,23, 4, 27, 13, 14,26)(6, 20, 18, 8, 25, 21,28)

(9, 10, 17, 15, 22, 16, 19),

b = (1)(2)(3, 4)(5, 17,7, 16, 8, 20, 6, 13)(9, 19, 11, 14, 12, 18, 10, 15)

(21,23, 26, 28, 24, 22, 27, 25).
(6.4)

The Sylow 7-group (a) is normalized by the element c and N(7) = (a, c)
where

c = (1)(2,20, 10)(3, 11,24)(4, 21, 17)(5,7, 12)(6, 19,27)(8, 16,23)
(9, 14, 25)(13, 18, 15)(22, 26, 28). (6.5)

Here (c) is normalized by the involution d where

d = (1)(8)(19)(25)(2, 28)(3, 18)(4, 5)(6,27)(7, 17)(9, 14)(10,22)(11,
(12, 21)(15, 24)(16, 23)(20, 26).

13)
(6.6)

We shall constructG as a permutationgroup on the 100 symbols00,01,
99 and H shall be the stabilizer Goo. From the character X of (6.1) we see
that a 7-element fixes exactly one of the 99 letters moved by H; thus of the
two orbits of H on the 99 letters one is a multiple of 7 in length, the other of
length congruent to one modulo 7. As both orbit lengths are divisors of
6048, the only possible lengths are 36 and 63. The 63 orbit for H will be on
the blocks of D numbered from 37 to 99. The 36 orbit will be on cosets of
the subgroup (a, d) of order 168 and isomorphic to PSL2(7), numbering
the cosets from 01 to 36. The permutations representing the elements
a, b, c, d are as follows:

a =
(00)(01)(02,03, 04, 05,06,07, 08)(09, 10, 11, 12, 13, 14, 15)

(16, 17, 18, 19, 20, 21, 22)(23,24, 25,26,27,28,29)
(30, 31,32,33,34, 35, 36)(37, 38, 39,40,41,42,43)
(44,45,46,47, 48,49, 50)(51, 52, 53, 54, 55, 56, 57)
(58, 59, 60, 61, 62, 63, 64)(65, 66, 67, 68, 69, 70, 71)
(72, 73, 74, 75, 76, 77,78)(79, 80, 81, 82, 83, 84, 85)
(86, 87, 88, 89,90,91, 92)(93, 94, 95, 96, 97, 98, 99)
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b=
(00)(01, 02, 09, 16, 23, 20, 30, 17)(03, 35, 13, 29, 31,24, 25, 11)

(04, 26, 27, 07)(05, 21, 14, 10)(06, 19, 32, 36)
(08, 18, 28, 22, 15, 12, 33, 34)(37)(38, 92, 67, 77, 99, 89,49, 84)
(39, 59, 82,46, 88, 54, 52,68)(40, 55,47, 81,75, 95, 61, 78)
(41,44, 63, 58, 72,65, 50, 51)(42, 76, 53, 93, 86, 80, 79, 57)
(43, 85,48, 70, 96, 83, 66, 94)(45, 97)(56, 87)
(60, 71, 91, 69, 90, 73, 64,74)(62, 98)

c=
(00)(01)(02, 28,21)(03,23, 18)(04,25, 22)(05,27, 19)(06,29, 16)

(07,24, 20)(08,26, 17)(09, 13, 14)(10, 15, 11)(12)(30, 36,34)(31)
(32, 33, 35)(37, 50, 63)(38,45, 60)(39,47, 64)(40, 49, 61)(41,44, 58)
(42,46, 62)(43,48, 59)(51, 65, 72)(52, 67, 76)(53, 69, 73)(54, 71, 77)
(55, 66,74)(56, 68, 78)(57, 70, 75)(79, 89,96)(80, 91, 93)(81, 86,97)
(82, 88,94)(83, 90, 98)(84, 92, 95)(85, 87, 99)

d=
(00)(01)(02)(03,05)(04,25)(06)(07, 20)(08, 17)(12)(13)(09,14)(10)(11,15)

(16,29)(18,27)(19, 23)(21,28)(22)(24)(26)(30)(31)(32,35)(33)(34,36)
(37, 44)(38, 88)(39, 64)(40, 90)(41, 50)(42, 95)(43, 97)(45, 82)(46, 92)
(47)(48, 86)(49, 83)(79, 89)(58, 63)(59, 81)(60,94)(61, 98)(62, 84)
(80, 85)(87, 93)(91, 99)(96)(51, 72)(52)(53, 68)(54, 71)(55, 66)(56, 69)
(57)(65)(67, 76)(70, 75)(73, 78)(74)(77)

(6.7)
In H = Goothe normalizer of a 7-group is NH(7) = fa, c) of order 21.

In G the normalizer NG(7) of a 'I-group is of order 42, and S(7) is its own
centralizer in G. Thus in G there is an involution t such that NG(7) =
(a, c, t) and such that tat = a-i. Of the two classes of involutions
in G, one fixes 20 of the 100 letters, the other none. Since (a) has 2 fixed
letters and 14 7-cycles, an involution u fixing 20 letters must fix two or
more letters in one of the 7-cycles and for such an involution we cannot
have uau = a-i. Hence the involution t in NG(7) must move all letters.
We may choose a conjugate of t in NG(7) so that ct = tc is of order 6.
We shall determine this permutation t.

Since tat = a-I, and t moves all 100 letters, t interchanges the two
letters 00 and 01 fixed by a. Since tc = ct and c fixes exactly the four letters
00,01, 12, and 31, it follows that t also interchanges 12 and 31. Hence, as
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a = (09_, 10, 11, 12,13, 14, 15)(30, 31, 32, 33 34, 35, 36),
a-I = (34, 33, 32, 31,30, 36,35)(13, 12, 11, 10,09,15, 14). (6.8)

Thus
t = (00,01)(09, 34)(10, 33)(11, 32)(12, 31)(13, 30)(14, 36)(15, 35). (6.9)

At this stage an element of luck enters in. The element tb2t has a rela­
tively large number of its values determined:

tb2t = fOO, 01, 13, 30, 32, 35, 31, ), (6.10)
\34,01, 00, 12, 15, 10, 09, .

We now form an element fixing 00:

tb2a4tb2t = (8?iJl"dr;138,'0~}g~d5" .. :), (6.11)

This is sufficient to determine the permutation completely. It is a3b6ada3.
Thus t must satisfy

(6.12)
In permutation form this begins

t (00, 01, 02, 03, 04, 05, ... ).,
.01,00 Ai

b2a4. (01, 00 Ai
13,00 Aj

t (13, 00 Aj

(
,30,01 05

b2 30,01, 19,05
01,09,36, 14 11

) ,
) ,
) ,
).

(6.13)

24

(
14 11

t OO! 34; :14, 36, 21, 32

The element t interchanging 00 and 01 normalizes the group (a, d) of
order 168 fixing00 and 01. Its orbits are

{OO},
{01},
(09, ... ,IS},
(30, .. ,,36},
(02, .. ,,08, 16, ... ,22,23, .. " 29},
(51, .. ,,57,65, .. ,,71,72, .. ,,78},
(37, ... ,43,44, ... ,50,58,. ",64,79, " ,,85, 86, .. ,,92,93, ' .. , 99).

(6.14)
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Since t moves all letters it must interchange the orbits of odd length. In
particularif t = (03, A;) then Ai is one of the numbers51,. . . ,57,65, .. , ,71,
72,... ,78. As tat = a-I,

(02,03,04,05,06,07 ,08) (6.15)
( -, Ai, -, Aj, •••••••• )

where (-, Ai, -, Aj ••• ) is in some order (51, 57, 56, 55, 54, 53, 52),
A·(65,71,70,69,68,67,66) or (72,78,77,76,75,74,73) and also b2a4 =0.4: .

We have
b2a4 = (00)(01, 13, 35,26,04, 24, 15, 30)(02, 20,21, 14)

(03, 10, 18, 19, 33, 05, 11, 32)(06, 36, 16, 17)
(07, 23, 34, 22,09,27,08, 25)( 12, 31, 29,28)
(37, 41, 60, 88, 56, 53, 90, 61)(38, 71, 66, 40, 44, 62, 59, 50)
(39, 79)(42, 57, 73, 78, 52,43,45,49)(46, 51, 48,93, 84, 89, 81, 99)
(47, 72)(54, 65, 55, 85, 67, 96, 70, 80)(58, 69, 77, 86, 83, 98, 95, 75)
(63,76,97, 94, 82, 92, 74, 68)(64)(87,91) (6.16)

Here Ai = 73, Aj = 78 is the only pair from the 21 orbit of (a, d) in
Ai -1_

the 63 orbit of H satisfying b2a4 = 0 and a - ( .•• Ai' - ,Aj ••. ).
,04,/

Hence from (6.13) we must have t = (03, 73). The equation (6.13) and the
relations tat = a-I, te = ct now completely determine t:

t ::::(00,01)(02, 74)(03, 73)(04, 72)(05, 78)(06, 77)(07, 76)(08, 75)(09, 34)
(10, 33)(11, 32)(12, 31)(13, 30)(14, 36)(15, 35)(16, 71)(17,70)(18, 69)
(19, 68)(20, 67)(21, 66)(22, 65)(23, 53)(24, 52)(25, 51)(26, 57)(27, 56)
(28, 55)(29, 54)(37,91)(38, 90)(39, 89)(40, 88)(41, 87)(42, 86)(43, 92)
(44,99)(45,98)(46,97)(47,96)(48,95)(49,94)(50,93)(58, 85)(59, 84)
(60, 83)(61, 82)(62, 81)(63, 80)(64, 79). (6.17)

We now have a permutation group G on 100 letters 00, 01, ... ,99,
G = (a, b, ')l da group H = (a, b) fixing 00 where it is known that
H is the simple group of order 6048. Let M = Goo be the subgroup of
G fixing 00. It is well known that M is generatedby the 300 elements

(6.18)

where Xi =e~::::). i=OO,..., 99, are coset representatives of M in
,

G and y = Xj is the coset representative of My = MXj. Here, with the help
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of Mr. Peter Swinnerton-Dyer and the Titan computer at the Cambridge
University Mathematical Laboratory, it was shown that each of the 300
permutations in (6.18) lies in H = (a, b). Thus M ~ H, and so M = H,
whence Goo=H and G is of order 604,800.

It remains to be shown that G is simple. In G the nonnafizer of the group
(a) contains the element t interchanging 00 and 01. As these are the only
letters fixed by (a) it follows that [NG(a»] = 2. As INH«a»)I = 21 it
follows that /NG«a»)I = 42 and (a) = S(7) is its own centralizer in G.
In a chief series for G one of the factors has order a multiple of 6048.

If this is not a minimal normal subgroup, then a minimal normal subgroup
K has order 2, 4, 5, or 25. But then an S(7) normalizing K must also cen­
tralize K, which is false since S(7) is its own centralizer. Hence a minimal
normal subgroup K has order a multiple of 6048 and also 14,400 since
it must contain all 14,400 S(7)'8. Thus either [G:K] = 2 or G = K and
G is simple. If [G:K] = 2 then NK(7) is of order 21 and so t~ K but HS K.
But mapping G/K onto the group + 1, - 1 we map H __+ 1, t ....•.- 1 and
this conflicts with the relation (6.12). Hence G is simple.

As this is written some questions remain unanswered. The original
character table given by Janko has been shown by Walter Feit to be in
error. Janko has made corrections to his table. The character table of the
group constructed here has not yet been calculated. And it has not been
established that there is a unique simple group or order 604,800.
[Added in proof by the Editor: The uniqueness of the simple group of

order 604,800 has since been established ; see Marshall Hall Jr. and David
Wales: The simple group of order 604 800, J. Algebra 9 (1968), 417-450.]
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Computational methods in the study
of permutation groups'

CHARLES C. SIMS

1. Introduction. One of the oldest problemsin the theory of permutation
groups is the determination of the primitive groups of a given degree.
During a period of several decades a great deal of effort was spent on
constructing the permutation groups of low degree. For degrees 2 through
11 lists of all permutation groups appeared. For degrees 12 through 15
the lists were limited to the transitive groups, while only the primitive
groups of degrees 16 through 20 were determined.A detailed account of
the early work in this area can be found in the first article of [12] and refer­
ences to later papers are given in [1] and in [2] p. 564. The only recent
work of this type known to the author is that of Parker, Nikolai, and Appel
[13], [14], and a series of papers by Ito, These authors have shown that
for certain prime degrees any non-solvable transitive group contains the
alternating group.
The basic assumptionof this paper is that it would be useful to extend

the determination of the primitive groups of low degree and that with
recent advances in group theory and the availability of electronic com­
puters for routine calculationsit is feasible to carry out the determination
as far as degree 30 and probably farther. Ideally one would wish to have
an algorithmsufficientlymechanicaland efficientto be carriedout entirely
on a computer. Such an algorithm does not yet exist. The procedure out­
lined in this paper combinesthe use of a computerwithmore conventional
techniques.
Suppose we wish to find the primitive groups of a given degree n. It

will be assumed that the primitive groups of degree less than n have al­
ready been determined.Since a minimal normal subgroup of a primitive
group is transitive and is a direct product of isomorphic simple groups, the
first step is to take each of the knownsimplegroupsH, iocludingfbe groops
of prime order, determine the transitive groups M of degree n isomor­
phic to the direct product of one or more copies of H, and then for each
such group M find the primitive groups containingM as a normal sub­
group. While this is by no means a trivial procedure, it is considerably

t This research was supported in part by the National Science Foundation.
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easier than the second step, showing that there are no other primitive
groups of degree n: The list of primitive groups so far constructed can fail
to be complete only if there exists a primitive group G of degree nwhich
is a new simple group and so cannot be represented faithfully on fewer
than npoints. Here it seems useful to distinguish three cases:

1. G is simply primitive, that is, primitive but not doubly transitive.
2. G is doubly transitive but not doubly primitive.
3. G is doubly primitive.

The first two cases will be dealt with in the next two sections. In the
third case, G is a transitive extension of one of the primitive groups of
degree ",. 1 which contains only even permutations. The techniques of
transitive extension are discussed at length in [S] and [11]. Thus it seems
necessary only to point out that the non-existence of transitive extensions
for several families of transitive groups is already known. See for example
[9], [10], and [16] p. 22. It seems probable that a computer program could
be written to construct up to isomorphism as permutation groups the
transition extensions of a given transitive group. So far, the author has
found that with the program presented in § 4 of this paper and a small
amount of hand computation all transitive extensions can be determined
easily.

The paper concludes with a short description of a computer program
for finding the order and some of the structure of the group generated by
a given set of permutations and with a list of the 129 primitive groups
of degree not exceeding 20. This list was taken from the literature and
checked by the methods described here. The notation and terminology for
permutation groups is that of [16] with one important exception. The term
"block" is used only in the context of block designs and the older terms
"sets of imprimitivity" and "systems of imprimitivity" are used for what
are called blocks and complete block systems in [16]. Throughout G
will denote a primitive group on the finite set Q with IQI = n.

2. Simply primitive groups. In this section we discuss techniques for
handling the first of the three cases described in the Introduction. For
each rxEQ leUl1(rx) = {rx},Ll2(rx), .•. , Llk(rx) be the orbits of G~ numbered in
such a way that Lllrxg) = Ll.{rx)g for all gE G. Let n; = [Ll,{rx)[. We shall
assume 1 = nl.,.;n2"'; .. ' ~nk and k:» 3. For 1 «t-ek we denote by i'
that integer such that Llr(rx) is the orbit of G", paired with Ll;Crx).A necessary
condition that i' = i is that nn, is even. The following theorem contains
most of the known number-theoretic conditions satisfied by n and the
n.. These conditions follow easily from results in [16], in particular Theo­
rems 11.7, 13.9, 17.4, 17.5, 17.7, 18.2, and 31.2.

THEOREM 2.1. l£l 1= n1 ~ n2 ~ • • • ~ ni, k "'"3, bea st!IJ.lII!IIm of p0si,­
tive integ:!ts. l£l 7l be the smoIJest set of primessuch that
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(a) '!'trontains allprimedivisoTSof the n.,
(b) if inj <P<n, fOrsomei andsormp En, then'!'trontains theprimeclivi,.

SOTS ofall integ:!ts msuch that p-e m-« nj'Ifinaddition nj-p"'" 3, then '!'t
rontains allprimes 1Rssthan nj.

'The fOllowing cue nea!SSOIYronditions fOr them to exist a primitive
groupG ofdegn!e n = nl + ... +nk such that G" has k oriJitsof1engths
nl,·· " nk:

(1) If nk>l, then (nj,nk) :j:: 1, 2~i~k.
(2) n, "'"n2nj_l>2 ~ i "'"k. If the numberof nj equal to n2is od4 then

nj~(n2-1)nj_b 3~i~k.
(3)No elementof '!'tis grooterthan n2.
(4)If inj <F< n, fOr some i and some p E'!'t, then them exists an nj> nj

such that njdividesnj(nj-l),
(5) Ifnj is aprime, then n~clJesnot dividemzy nj.
(6) If n is od4 then fOr eochodd number t the numberof nj such that

nj = t is even.
(7) If n is a prime, then n2= n3 = ... = nk' (In this case G is salv­

dJle.)
(8) If n2"'"~ then n is a prime.
(9) If n is twice aptime, thenk = 3, n = (2s+ 1)2+ 1, n2= s(2s+ 1),

and n3= (s+ 1)(2s+ 1).
(10) If 3 ..;;n2";;4 and n is not clivisibleby a prime grooterthan 3, then

n = 2a or n = 3a and in eithercasea < n2.
In addition, we note that the primitive groups in which n2= 3 have

been completely determined by Wong [17].
Once those partitions n= ns.+ ... +nk which satisfy the conditions

of Theorem 2.1 have been found, we can apply the results of Higman [7]
to reduce the possibilities still further. Given a primitive group G in which
G" has orbits Lh(IX), •.. , Ak(IX) as above, we may define nXnmatrices Bj,
1~ i e: II, whose rows and columns are indexed by the elements of Q, as
follows

where
bj = {! if IXEL1.{P),
"p 0 otherwise.

We also define k X kmatrices M;, 1 "'"i "'"II,by
Mj = [mJk] , mjk = L1j(IX)nL1;(P) [, P EAk(rx),

THEOREM 2.2. 'The integ:!ts m)k satisfY the fOllowingronditions:
I mjk = nj, I m]k = nj, mJk = m{k"
j j

mJl = oijnj, mh = ow,
mJknk :::::mtjnj> mhnk = mijnj = m{'jnj.
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THEOREM 2.3. The matrices Mi, 1"'" i.,,;; k;form a basis for a subalgebra
qf the algebra qf k X k matrices. In fact,

MiMj = L,mh,Mk•
k

An rXr matrix C will be called irreducible if there is no permutation IJ
of 1, ... , r such that when (J is applied to the rows and columns of C,
the result is a direct sum of two matrices. Because of the primitivity of
G we have

THEOREM 2.4. Fix i, 2 ..,.i ..,.k, and let M = M, and A = B; Then
(I) M and A are irreducible.
(2) M and A have the same minimal polynomial f.
(3) If we define vectors Uq, q """0, by Uq = (uq1, ... ,Uqk), U«= (1, 0,

0, 0, ... ,0), Uq+l = UqM, then the trace of Aq is nUql'
(4) ni is a root off and if n, = 01, O2, ••• , Or are the distinct roots off,

then the multiplicity of OJas an eigenvalue of A is
ej = trace jj(A)/jj(Oj)'

where Jj(x) = !(x)/(X-Oj)dj and dj is the multiplicity of OJin f Also d1=
el = 1.

In view of part (3) of Theorem 2.4 the ej can be computedfrom a know­
ledge of M. The fact that the ej must be positive integers imposes still
further conditions on the matrices M, and the integers n; Once matrices
Mh •.• , Mk satisfying the conditions of Theorems 2.2, 2.3, and 2.4 have
been found, it is usually not particularly difficult to construct the possible
matricesBl,. . . .Bi, if they exist. This is of course equivalent to finding
the graphs .(Ji as defined in [15].Once the Bi are known, G must be a sub­
group of the group of permutationmatrices commutingwith each of the Bi•
3. Doubly transitive groups. In this section we take up the second of the

three cases described in the Introduction. Throughout, G will be assumed
to be doubly transitive on Q. For any subset L1 of Q, L1* will denote the
set of 2-element subsets of L1 and G* will denote the permutation group
on Q* induced by G. We shall not explicitly make the assumption that
G is not doubly primitive, but many of the results are trivial for doubly
primitive groups.

Of fundamental importance to the following discussion is the concept
of a block design. A block design, or more correctly a balanced incomplete
block design, with parameters v, b, k, r, I. is a set Q of points together with
a set B of blocks and an incidence relation between points and blocks such
that

(1) IQI = v,
(2) IBI = b,
(3) each block is incident with exactly k points,
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(4) each point is incident with exactly rblocks,
(5) any two distinct points are incident with exactly A blocks.

The parameters of a block design satisfy the conditions

bk = rv, r(k- 1) = A(V- 1).

A Steiner triple system is a block design with A = 1 and k = 3. A project­
ive plane is a block design with A = 1 and b = v "'"4. We shall say a block
design is trivial if for every k-element subset LI of il there is a block r such
that every point in ,1 is incident with r. An automorphism of a block de­
sign consists of a permutation g of the points and a permutation h of the
blocks such that a point a is incident with a block r if and only if rxg is
incident with rho In many situations, in particular when A = 1, two blocks
are the same if they are incident with the same points. In this case h is
determined by g and we may consider the automorphism to be the permu­
tation g. For a more complete discussion of block designs the reader is
referred to [6].We note that for any subset ,1of Q with ILl "'" 2 the double
transitivity of G implies that (il, B) is a block design, where

B = {,1g I gEG}
and incidence is set membership.
The following is an analogue of Theorem 18.2 of [16] for doubly transi­

tive groups.
THEOREM 3.1. Let G be a doubly transitive group on il, let a and f3 be

distinct points of Q, and let r be an orbit of Ga.{3on Q-{rx, P}. Then at
least one of the following holds:

(I) Every composition factor of Ga.{J is a composition factor of some
subgroup of G~{3'
(2) G is a group of automorphisms of a non-trivial block design with

point set Q for which ), = 1.
Proof The following lemma is easily verified and we omit its proof.
LEMMA 3.2. Let A be a subset of Q with ILl I "'" 2. Then A * is a set of

imprimitivity for G* if and only if (Q, B) is a block design for which A = 1,
where

Now assume that conclusion (2) of the theorem does not hold.

LEMMA 3.3. Let V =!= 1 be a subgroup ofG fixing two points. There exists
g E G such that «:' Vg = U".. Ga.{3and Ur =!= 1.
Proof Let y E r and let A be the fixed point set of V. 2 ",. 1,11< IQI.

Consider
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the intersection being taken over all g in G such that {oc, P} !; Lig. Then
tp* = n (L1*)8'

g

and tp* is a set of imprimitivity of G*. By Lemma 3.21tpl= 2. Thus there is
a g in G such that {a, P} ~ L1g and y ~ Lig. Then U = g-lVg ~ Gap and
Ur:f 1.
The proof of Theorem 3.1 is completed as in the proof of Theorem 18.2

of [16].
We wish now to consider the consequences of the assumption that G*

is imprimitive. If we are assuming that G cannot be represented non­
trivially on fewer than n = IQI points, then G* cannot have a set of impri­
mitivity with more than (n- 1)/2 elements. Let B = {Ei 11 ~ i ~ b) be
a non-trivial system of imprimitivity for G*. Let Llj denote the union
of the elements in E, and let @j be the undirected graph (Ll;, EJ (Q, B) is
a block design, where a point a is incident to E, if and only if a E Llj•
(It is possible to have Llj = Llj with i =F j.) Let v, b, k, r, A be the para­
meters of this block design. The graphs ®i are all isomorphic and the
automorphismgroup of anyone of them is transitive on vertices and edges.
Thus there is a positive integer d such that each vertex of @i is connected
to exactly d other vertices. The integers v, b, k, r, I, d will be called the
parameters of the system of imprimitivity B.

THEOREM 3.4. The parameters of a system of imprimitivity B for G*satisfy
the following conditions:

(1) bk = ru,
(2) rik-L) = }.(v-l),
(3) dk is even and bdk = v(v- 1),
(4) rd = w-l,

(5) d)' = k-l.
Proof. Let B = {Ei 11 ~ i ~ b) and let @i be as defined above. (1) and

(2) follow from the fact that (D, B) is a block design.Since@i has kvertices
and each vertex is connected to d other vertices, lEi I = dk/2. Therefore

I Q* = v(v- 1)/2 = b I Ei = bdk/2,
or

bdk = v(v- 1).
(4) follows from (1) and (3). Finally (2) and (4) imply (5).
We now prove an analogue of Theorems 17.4 and 17.5 of [16].
THEOREM 3.5. Let G be doubly transitive on Q, let a and {J be distinct points

of D, and let the orbits of G~pbe fa} = Lib {P} = Ll2' Li3, ••. , A,. Set
n, :::lL1il and suppose 1= nl = ns .,., n3 .,., ••• <s;n; Then at least one of
the following holds:
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(1) if 3 "" i ~ t, then nj ~ nanj_ 1and (ni' n,) 9= 1,
(2) there exists a non-trivial system of imprimitivity for G* for which

d >- 1,
(3) G is sharply doubly transitive.
Proof. If nl = 1, then G is sharply doubly transitive. If n, > 1and n3 = 1,

then by Theorem 3.1 G is an automorphism group of a non-trivial block
design with A= 1. If tpl, . . ., "Ph are the blocks of this design, then
{tpt, . . . , tpt} is a non-trivial system of imprimitivity for G* for which
d = I "Pi 1- 1 ~ 2. Thus we may assume n;» 2 for i ~ 3. Suppose there exists
an i ;:a. 3 such that (ni' n,) = 1. For any two distinct points ']I and 0 of Q let
F(y, 0) denote the union of those orbits of Gyd with length n.. Clearly
r(y, 0) = F(o, y). No w choose ']I E Lli. From the proof of Theorem 17.5
of [16] applied to Goc we see that F(IX, {J) = F(IX, y). Thus we can obtain
a non-trivial equivalence relation rv on Q* by defining {y, o} rv {s, 7)}
if and only if r(y, b) = Tts, 7). The equivalence classes of tv form a
non-trivial system of imprimitivity for G* for which d ;;;:.n, ;:a. 2. If there is
an i ~ 3 such that nj > nani_l> we define r(y, 6) to be the union of all
orbits of Gyd with length at least ni' If y ELl3, then by the proof of Theorem
17.4 of [16] applied to G~F(IX, (J) = F(rx, y) and we can proceed as before.

THEOREM 3.6. Let v, b, k, r,I, d be the parameters of a non-trivial system
of imprimitivity of G*.Anyone of the following implies that G is sharply
doubly transitive or an automorphism group of a non-trivial block design
for which A = 1:

(1) d = 2,
(2) d = 1 and k = v-I,
(3) d = 1, k =0;; 6, and v is odd.
Proof. We shall show that if anyone of the conditions (1), (2), or (3)

holds, then, for any two distinct points a and {J of Q, G(1.{J fixes at least 3
points. It will follow by Theorem 3.1 that G is sharply doubly transitive
or an automorphism group of a non-trivial block design with A = 1. Let
B = {Ej [I ~ i ~ b) be the system of imprimitivity for G* and let the
graphs IMj be defined as before. Suppose first that d = 2. Given a 9= {J
there exists a unique y 9= {J such that fa, P} and {a, y} are edges of the
same @i' Therefore Ga{3 fixes y. Suppose now that d = 1 and k = v- 1.
Then b = v and for each a E Q there is a unique 1M; such that a is not a
vertex of ®t. Given {J 9= a, Ga.{J must fix the unique point ']I such that {{J, y}
is an edge of @i' Finally, suppose d = 1 and k ~ 6. Then k = 4 or 6.
If k = 4, let El = {{a, P}, {y, S} }. Ga{J maps {y, b} into itself and if G
is not an automorphism group of a block design for which A = 1, then
Goc{J is a 2-group. If in addition v is odd, then Ga{J must fix a third point.
A similar argument takes care of the case k = 6.

THEOREM 3.7. Let G be doubly transitive on Q, let a and {J be distinct
points of Q,and let H be the subgroup of G mapping fa, P} into itself. If G•.
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has a set ofimprimitivity on Q-{a} of length m ~ 2, then H has an orbit
of length less than or equal to m - 1 on Q - {(X, Pl.
Proof Let LI be a set of imprimitivityof Go with ILlI = m. Let

A = {(y, {b, en 1(>=1= e, j g EG such that yK = a and {b, e}g ~ LI}.

A simple computation shows that
A = !n(n- i)(m- 1).

If we let r = {y I (y, {a, [1}) EA}, then r = m- 1 and r is mapped
into itself by H.
If in Theorem 3.7 m """ 4 and G* is primitive, then it follows from

Theorem 2.1 and the remark following it that G is abstractly a "known"
group.
The results of this section seem to indicate that at least for low degrees

most doubly transitive groups which are not doubly primitive will be shaIply
doubly transitive or automorphismgroups of block designs with A = 1.
The sharply doubly transitive groups are known. The question of which
block designs with A = 1 have doubly transitive .automorphismgroups is
still open. It is known that projectiveplanes with doubly transitive groups
are Desarguesian.Also,Hall [5]and Fischer [3]have made some progress
in the case of Steiner triple systems.
4.A computerprogram. In this section we present a short description of

a computer program for determining the order and some of the structure
of the group generatedby a given set of permutations.Before describing
the program itself, however, it is necessary to discuss the method to be
used for storing a permutation group G in the computer. There are three
basic requirements which such a method should satisfy:
(1) it should be efficientwith respect to storage,
(2) given a permutation h it should be easy to determine whether or

not h is in G,
(3) it is should be possible to run through the elements of G one at a

time without repetitions.
One method satisfyingall of these conditionswill now be presented.
Let G be a permutation group on Q = {I, ... , n}. Let G(O) = G and

for 1 ~ i ~ n- 1 let G(i) be the subgroupof G fixing 1, 2, . . . , i. Let U,
be a system of right coset representatives for G(i) in GO-I), 1 "'"i ..,.n- 1.
Define

ni :::; 1 Uil :::;IG(i-l): G(i):.

nj is the length of the orbit LI of G(i-i) containing i and for each j EA there
is a unique elementin U, taking i to j. Also

n-I

IGI ~ n ni
i=1



Computational methods for permutation groups 177

and every element of G has a unique representation of the form
gn-lgn-2 •.. gI,

where gj E Ui.We shall store the group G by storing the permutations in
each of the U; The total number of permutations stored is

n-l

~l n, < n(n+ 1)/2.
Thus the storage space required to store an arbitrary permutation group
of degree n grows as n3• By "packing" more than one integer into a com­
puter word, one can easily store a group of degree 50 on any of the large
computers available today. Because of the canonical form described above,
it is easy to run through the elements of G one at a time. Also, suppose
we are given a permutation h on Q and we wish to find .out if h is in G.
A necessary condition that hE G is that there exists gl EVI such that hgl1
fixes 1. Similarlythere must be a g2 E V2 such that hgllg:;l fixes 2. Continu­
ing in this manner we either arrive at elements gj EU, such that

hgllg:;l ... g;;-_\ =1
and so

or his not in G.
Permutation groups are not usually given by sets Vi and so we need a

program that will construct sets Vi for the group G generated by a set X
of permutations. Given X it is easy to construct VI. If for any g EG we
denote by ¢(g) the representative in VI for the coset G(l)g,then, by Lemmas
7.2.2 of [4],G(l) is generated by

Xl = {ux¢(ux)-llu E Ub X EX}.
Continuing in this manner we can obtain generators for each of the
subgroups G(i) and construct sets Vi of coset representatives. There is one
difficulty which must be overcome. In general the set Xl will be much
larger than X. Unless some care is exercised, the sets of generators can
grow so large as to be unmanageable. This can be avoided by not con­
structing all the generators of G(i) at one time, but rather as soon as a new
generator for G(i) has been obtained, using it to construct new elements
in Vj+1 and new generators for GCi+l). Also, whenever one of the elements
uxq,(UX)-l is computed, the process described above should be used to
detennineif it can be expressed in terms of the coset representative already
constructed and is therefore redundant.
A computer program of the type described has been written for the IBM

7040 at Rutgers. In its present form it can handle any group of degree 50
or less and can be of some use up to degree 127. Problem 5 on page 83 of
[4] can be done in slightly over a minute.

5. The primitive groups of degree not exceeding 20. In this section we
provide a list of the 129 primitivegroups of degrees 2 to 20. The information
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TABLE 1. The Primitive Groups of Degree not exceeding 20

Degree No. Order N Gn Generators ± Comments

2 2 2 5'2
3 a 43

2 6 a 3GI 2GI 58
4 1 12 2P e.a. 301 4,

2 24 4 e.a. 3G2 5',
5 1 5 a6

2 10 501 a., b~
a 20 2 5GI 06• b.
4 60 3P 4GI Ao
5 120 5 504 402 So

6 60 2P 5G2 as, b~,as PSL(2,5)
2 120 a 601 503 a6, b6, as POL(2,5)
a 360 4p 504 A6
4 720 6 603 505 S'6

7 1 7 07

2 14 7GI a7, b~
a 21 7GI a,. b~
4 42 2 7GI a" b,
5 168 2 a7' c7 PSL(3,2)
6 2520 5p 603 A,
7 5040 7 7G6 604 87

56 2P e.a. 7GI 07, 0\
2 168 2P e.a. 703 07, b7, as
a 168 2P 7G3 07, b~, d8 PSL(2,7)
4 336 a 8G3 7G4 a" b" ds PGL(2, 7)
5 1344 3 e.a. 705 07, c,. as
6 :W160 6p 7G6: As
7 40320 8 8G6 707 S8

9 36 e.a. a9, C~
2 72 e.a. 09, ci, d8
a 72 2 e.a. ag, c9
4 72 2 e.a. a9, c~,Cgds
5 144 2 e.a. a9• Cg, de
6 216 2 e.a. ag, ('~.<'9
7 432 2 e.a. a9• cg• Cg
8 504 3P 8GI a7, 08, f9 PSL(2,8)
9 1512 3P 9G8 8G2: a7, b~. as. 18
10 t·9! 7P 8G~i Aa
11 9! 9 9G1O 8G7 S9

10 1 60 ain, b10 As
2 120 10Gl aH, b10 Ss
a 360 2P 901 09, C~, C10 PSL(2,9)
4 720 2p 10G3 902 ag, c;, dg, Cl0 S6
5 720 a lOG3 9G3 a9, c~, CI0 POL(2,9)
6 720 a lOG3 9G4 09, C9, c9d9, c10
7 1440 lOG3 905 ag, e9• d9• e10
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TABLE 1 (continued)

Degree NO. >rder N G. Generators ± Comments

·10! 8p 9G10 A 10
9 10! 10 10G8 9611 S10

11 1 11 au
2 22 11G1 aU, bil
3 55 11Gl aw bil
4 110 2 11Gl an, bl1
5 660 2P 10G1 a~o, blo, cll l'SL(2, 11)
6 7920 4 10G6 ag, c~, cDds.ClO.du Mn
7 ·11! 9p 10G8 All

II! 11 IIG7 10G9 S11
12 660 2P IIG3 au, bib 01% PSL(2,l1)

2 1320 3 12G1 IIG4 an, bu, au PGL(2, 11)

3 7920 3P IIG5 aio, blo, cn, b 11 Mu
4 5040 5 11G6 09, 4, c,d9• CIO, M12

du, "u
·12! lOp IIG7 A 12

6 12! 12 1205 11G8 S12
13 1 13 a13

2 26 13G! a13' bt3
3 39 13Gl a13, bis
4 52 13Gl 013' bf'3
5 78 13Gl aU,hi3
6 156 2 13Gl a13, b13
7 5616 2 013, c13 PSL(3,3)

··13! Up 12G5 A13
9 131 13 13m 12G6 513

14 1092 2p 13G5 a13,kt. au PSL(2, 13)

2 2184 3 14Gl 13G6 ala, bu, au PGL(2,13)
3 '·14! 12p 13G8 AlA

4 14! 14 14G~ 13G9 814

15 1 360 a15,bls -46

2 720 15G1 al5> C15 S6
3 2520 2 bl~' dl• A1
4 0160 2 dui, e15 PSL(4, 2)
5 ··15! 13p 14G3 A15
6 15! 15 15G: 14G4 S15

16 80 e.a. alS' 016
2 160 e.a. alE, a16, ei.
3 240 2 e.a. a1SelS' a16
4 288 e.a. »« a16, /16' g16
5 320 e.a. a15, a16, e16

6 480 2 e.a. alSeU' a16' eis
7 576 e.a. bl~' a16,{n, g16hlft

[continued on p. 180}



180

Degre No. Order t

16 8 576

9 960
10 960 2
11 960 2
12 1152

13 1920
14 1920 2
15 2880 2
16 5760 2
17 5760 2p
18 11520 2p
19 40320 3
20 22560 3
21 t·16! 14p
22 16! 16

17 1 17
2 34
3 68
4 136
5 272 2
6 4080 3
7 8160 3
8 16320 3
9 i·17 ! 15p

10 17! 17
18 1 2448 2p

2 4896 3
3 i·18! 16p
4 18! 18

19 1 19
2 38
3 57
4 114
5 171
6 342 2
7 i·19! 171
8 19! 19

20 1 3420 2p
2 6840 3
3 t·2D! 18p
4 20! 20
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TABLE I (continued)

N Gn Generators ± Comments

- -
hili' a16,/16' s».

h16g16h16
all;' a16, '18

allie15. alG• e16
a15, a16'/16
bll;, a16, 118' gIG.

hI6
a15• au, Ii«
a15, a16, k16
aloe15, a16'/16
aloel5• au, klG

15GI a15, bIs, a16

15G2 a1S, CIS' a16
15G3 b1s• dl••a16
15G4 dl., e13; a18
15G5 A16
15G6 ~ 816

a17

a17, M7
a17, hf7
a17' bi7
a17' b17 ~

16G3 a1Se15, a16' C17 PSL(2,16)
16G6 a15el';' a16, eis, C17
16GIC a15e15. a16' e16, C17
16G21 Al7
16622 - S17

17G4 a17, bi" a18 PSL(2,17)
17G5 a17• bu, a18 - PGL(2.17)
17G9 A18
17G1C - Sl~

a19
a19• b;. -
a19• M9
a19• hi9 ~
a19, bi9
a19• hl9 -

18G3 A19
18G4 - S19

19G5 a19• bi9 a20 PSL(2,19)
19G6 a19' b19, a20 - PGL(2.19)
19G7 A~o
19GB - 820

e.a.

e.a.
e.a.
e.a.
e.a

e.a.
e.a.
e.a.
e.a.
e.a.
e.a.
e.a.
e.a.

6G21

17Gl
17Gl
17Gl
17G1

17G6
17G6

17G9

18Gl

18G3

19G1
19G1
19G1
19G1
19G1

19G7

20G1

2003
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TABLE 2. Generating Permutations

a = (1,2, 3,4, 5)
b = (1) (2, 3, 5, 4)

6 a = (1,6) (2) (3,4) (5)

7 a = (1,2, 3,4,5, 6,7)
b = (1) (2,4, 3, 7, 5, 6)
c = (1) (2,3) (4, 7) (5) (6)

a = (1,8) (2,4) (3, 7) (5, 6)
b = (1,4) (2,8) (3,5) (6,7)
c = (1, 7) (2, 5) (3, 8) (4, 6)
d = (1, 8) (2, 7) (3,4) (5, 6)

9 a = (1, 2, 3) (4, 5, 6) (7, 8, 9)
b = (1,4, 7) (2,5, 8) (3, 6, 9)
c = (1) (2, 6,4, 9, 3, 8, 7, 5)
d = (1) (2) (3) (4, 7) (5, 8) (6, 9)
e = (1) (2,4, 9) (3, 7, 5) (6) (8)
f = (1) (2, 7) (3, 6) (4, 5) (8, 9)

10 a = (1,8) (2, 5, 6, 3) (4, 9, 7, 10)
b = (1,5, 7) (2, 9, 4) (3, 8, 10) (6)
c = (1, 10) (2) (3) (4, 7) (5,6) (8, 9)

PermutationsDegre I
-Tr~-------------------------------------------

11 -a = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11)
.b = (1) (2, 3, 5, 9, 6, 11, 10, 8, 4, 7)
.~= (1, 11) (2, 7) (3, 5) (4, 6) (8) (9) (10)
d = (1) (2) (3) (4, 8) (5, 9) (6, 7) (10, 11)

12 12 = (1, 12) (2, 11) (3, 6) (4, 8) (5, 9) (7, 10)
11= (1) (2, 5) (3, 6) (4, 7) (8) (9) (10) (11, 12)
.~ = (1) (2) (3) (4,7) (5, 8) (6, 9) (10) (11, 12)

13 'I = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13)
b = (1) (2, 3, 5, 9, 4, 7, 13, 12, 10, 6, 11, 8)
c = (1) (2,3) (4) (5, 10) (6) (7, 11) (8) (9, 12) (13)

14 ~I= (1, 14) (2, 13) (3, 7) (4,5) (6) (8, 12)(9) (10, 11)

15 GI = (1, 15, 7, 5, 12) (2, 9, 13, 14, 8) (3, 6, 10, 11, 4)
/J, = (1, 4, 5) (2,8, 10) (3, 12, 15) (6, 13, 11) (7, 9, 14)
(~ = (1,7) (2, 11) (3, 12) (4, 13) (5, 10) (6) (8, 14)(9) (15)
a! = (1, 9, 5, 1~ 13,2,6) (3, 15, ~ 7, 8, 12, 1D (10)
e = (1, 3, 2) (4, 8, 12) (5, 11, 14) (6, 9, 15) (7, 10, 13)

[continued on p. 182J
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TABlE 2 (continued)

16 a = (1, 16) (2, 3) (~ 5) (6, 7) (8, 9) (10, 11) (12, 13) (1~ 15)
b = (1, 3) (2, 16) (~ 6) (5, 7) (8, 10) (9, 11) (12, 14) (13, 15)
c = (1, 5) (2, 6) (3, 7) (~ 16) (8, 12) (9, 13) (10, 14) (11, 15)
d = (1,9) (2, 10)(3, 11) (~ 12) (5, 13) (6, 14) (7, 15) (8, 16)
e = (1, 12, 7, 5) (2, ~ 13, 11) (3, 8, 10, 14) (6, 9) (15) (16)
f = (1, 3, 2) (~ 12, 8) (5, 15, 10) (6, 13, 11) (7, 1~ 9) (16)
g = (1) (2, 3) (4) (5) (6, 7) (8, 12) (9, 13) (10, 15) (11, 14) (16)
h = (1, 15) (2, 12) (3) (4, 10) (5) (6) (7, 9) (8) (11) (13) (14) (16)
i = (I, 7) (2, 12) (3, II) (4, 10) (5, 13) (6) (8) (9, 15) (14) (16)
j = (I, 14) (2, 13) (3) (4, II) (5) ( 6) (7, 8) (9) (10) (12) (15) (16)
k = (I, 3) (2) (4, 8) (5, in (6, 10) (7, 9) (12) (13, 15) (14) (16)

17 a = (1,2, 3, ~ 5, 6, 7, 8, 9, 10, 11, 12, 13, 1~ 15, 16, 17)
b = (1) (2, 4, 10, 11, 1~ 6, 16, 12, 17, 15, 9, ~13, 3, 7)
c = (1) (2, 3) (~ 9) (5, 7) (6, 8) (10, 14) (11, 13) (12, 15) (16, 17)

18 a= (1, 18) (2) (3, 10) (~7) (5, 14) (6, 8) (9, 16) (11, 13) (12, 15) (17)

19 a = (1, 2, 3, ~ 5, 6, 7,8,9, 10, 11, 12, 13, 1~ 15, 16, 17, 18, 19)
b = (1) (2, 3, 5, 9, 17, 1~ 8, 15, 10, 19, 18, 16, 12, ~ 7,13, 6, 11)

2 0 a = (1, 20) (2, 19) (3, 10) (~ 7) (5, 15) (6, 16) (8, 9) (11, 18) (12, 13) (1~ 17)

Ilgre RmlJ]tatims

is given in the form of two tables. In Table 1 the groups are listed together
with some facts about them. In Table 2 we give the generators for these
groups which are referred to in Table 1. The groups in Table 1 are listed
by degree and for a fixed degree by order. Beyond this the numbering is
arbitrary.The order of the group is listed as is the transitivity t, whenever
t > l. If the group is t-fold primitive, this fact is indicatedby the letter p
followingthe transitivity.Generatingpermutationsare given for all groups
except the alternating and symmetric groups of each degree. The entries
in this column refer to permutations in Table 2. For example, a, denotes the
first permutation listed under degree 7 in Table 2. No attempt has been
made to give generating sets with the fewest possible elements. Permuta­
tions in Table 2 should be considered defined on and fixing all integers
greater than the degree under which they are listed. A minus sign (-) in
the column headed ± indicates that the group contains odd permutations.
Whenever the group G is doubly primitive so that the subgroup Gn fixing
the last integer on which G acts is a primitive group of degree n- 1, this
subgroup Gn is given. The symbol 6G3, for example, refers to the third
group of degree 6. In all cases Gn is the actual group listed and not just
permutation isomorphic to it. Any primitive group G of degree n < 60
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has a unique minimal normal subgroupN. If n """20, then N is simple
and primitive or elementary abelian. If N is primitive, it is listed, with a
dash (-) indicating that N = G. The letters e.a. mean that N is elementary
abelian and imprimitive.We note that for groups 1, 2, and 5 of degree
8 N = (as, bs' cs), for groups 1 to 7 of degree 9 N = (ao, bo), and
for groups 1 to 20 of degree 16 N = (a16, b16, CI6, d16). Whenever the
group is abstractly isomorphic to a member of one of the families of groups
A" 8m PSL(n, q), PGL (n, q), this fact is noted in the last column. In those
cases involving the groups A5 ~ PSL(2, 4) ~ PSL(2,5), S5 ~ PGL(2, 5),
PSL (2, 7) ::;:PSL (3, 2), As ~ PSL (2, 9) and As ~ PSL (4, 2), only one
of the two or three possible designationsis listed.

Great care has been taken to ensure the accuracy of these tables. However,
the author would appreciate being informed of any errors that may be
found.
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An algoritlun related to the restricted Burnside
group of prime e:xponert

E. KRAUSE and K. WESTON

Introduction. Denote the freest Lie ring of characteristicc on n generators
satisfyingthe mth Engel conditionby L(c, n, m).
It is a long-standing conjecture, probably introduced by Sanov, that the

Restricted Burnside Problem for prime exponentp is equivalent to the prob­
lem of nilpotency for L(p, n.p- 1). In this report we discuss a general algo­
rithm for Lie rings which analogously to the collection process yields
L(p, n, m) (m<p) as the latter yields R(p, n). This algorithm is not only
more practical but can be readily used with a computer. For instance we
applied the algorithm aided by a Univac llO7 computer for p = 5, n = 2,
m = 4, and found L(5, 2,4) [1].
An associated matrix algebra of a Lie algebra. SupposeL is a Lie algebra

over a field F spanned by elements p = {ml' ... , mk} and MkXI is the
F-space of kX 1 column matrices over F. Define the coordinate mapping
fp: L ..•.Mk+l by hem) = column of coordinates of m E L with respect to
some linear combinationof f3 (i.e. if p is not a basis, Jp(m) requiresa choice
between all of the linear combinations of p. In this case any fixed choice is
sufficient for m). If Tis a linear operator of L let M,(T) designate the matrix
whose ith column is h(T(m;». Also denote the inner derivation of IE L by
g(l). Then the associatedF-algebraAp of L consists of elements from MkxI

under ordinary matrix addition and multiplication is defined by
CI®C2 ~ Mp(g(fp-l(c2»X cl, cl, C2EAp (1)

(X denotes matrix multiplication).
The following theorems are easily verified.
THEOREM 1. /p is an isomorphismbetween L and Ap if and only if P is a

basis.
THEOREM 2. If L(p, n, m)/Lk(p, n, m) is spanned by f3 = {ml,' •• , mg}

modulo t) (p,n,m) then A, is a lie algebraover GF(p) on n generatorssatis­
fying the m-th Engel condition if and only if

Ap ~ L(p, n, m)/Lk(p, n, m).
The associated algebra of a 6nitely generated Lie algebra. If L is a Lie

algebra with generators Xl, ... , Xm spanned by monomials f3 = {ml. ... ,
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mk}, m, := mi(xI, .. " xn), we show here an easy method to calculate A,
from the matrices Mig(Xl», ' , , , MpCg(xn».

If Ah ' , , , Ak is the natural basis for A, then by (1)
Ai ® Aj ::::Mp(g(mj» X Ai

(i.e, Ai® Aj == the ith column of MfJ(g(mj»). Thus a multiplication table
for A, is easily calculated by observing the columns of the matrices
Mp(g(ml», , ,', Mp(g(mk»'

Because of our conventionof writing operators on the left, the inner deri­
vation g is a Lie anti-homomorphism of L into the algebra of linear opera­
tors:
g(e.m) = [gem), gee)] = - [gee), gem)], e, m EL, where [T, S]= TS- ST,
S, T linear operators. Also Mp(g(e.m» = [Mig(m», Mp(g(e»] or more
generally

Mp(g(el' . , . ,ej» = (-I)i+I[Mp(g(el», Mp(g(e2»' ... , Mp(g(ej»]. (2)
Consequently (2) affords a simple formula for calculating Mp(g(mi»,

i= 1, ... , k fromthematricesMP(g(XI», ... , Mtlg(xn».
Therefore,with restrictionson the size of k of course, one can use a com­

puter to calculate and even print the multiplication table of A, given the
matrices Mp(g(Xl», ... , Mp(g(xn».

Algorithm for L(p, n, m) (m -< p). Designate L(p, n, m) by L; since
m-cp, L(p, n, m) is nilpotentof class c [2]. We wish to use Tbeoerrs 1 ad 2
to determinea basis p for L/Lk (k = 1,2, ... , c) from the bases of L/L2, ... ,
Lk-2/Lk-l. Therefore A, ;:::::L/Lk by Theorem 1.

Suppose L is generated by Xl, ... , xn and L"-jLa.+l(a = 1, ... , x- 1)
has a basis consisting of monomials {Ja. = {mot,I+L"'+1, ... , ma,j<t.+La+1}
m., h =m; h (Xl, ... , xn). Next select any set of monomials
fh-l = {mk_l, 1+Lk,. .,mk-l.jk_l+Lk},mk_l,h = mk-l, j;(Xl, ... , xn)
which span 0-1/15 .For example Pk-l could consist of all of the
monomials with k- 1 factors. Then L/Lk is spanned by

p = {ml,I+Lk, ... , ml, h+Lk, .... , mk_l,I+Lk, ... , mk-l,jk_l+Lk}
and P constitutes a basis if and only if Pk-l is a basis. Thus if A, is a Lie
algebra over GF(p) on n generators satisfying the mth Engel condition,
then Ap ~ L/Lk by Theorem 2. Hence, by Theorem 1, ~ is a basis, which in
turn implies that fJk-l is a basis. If A, fails to satisfy any of the above con­
ditions, fJk-l must be a set of dependent vectors. Thus we have to select a
proper subset spanning ir=ti) and repeat the process.

This {XOCeSSof course only affmls us a check wlletrer a basis has rem
found for Lk-l/Lk and does not actually calculate one except by trial and
error. The use of a computer to calculate A, has already been mentioned.
A computer may be used also to scan the multiplication table of A, and
determine which of the conditions of Theorem 2 are fulfilled by A,. A pro-
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gram for determining whether A, is a Lie algebra on n generators satisfying
the mth Engel condition is on file in the Computing Science Library of the
University of Notre Dame.
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A module-theoretic computation related to the
Burnside problem

A. L. TRITTER

ALTHOUGH the Burnside conjecture is known to be true for exponent 4
(i.e. although it is known that finitely generated groups of exponent 4 are
finite), we cannot usefully say that the Burnside problem is settled, even in
this case. For instance, a sharp bound on the order of B(4, n) would be
valuable, and there are perhaps other questions that arise in consideration
of the Burnside problemwhose answerswould be of interest.

1. Introductory considerations. Defining the lower central series {Gi}
and the derivedseries {G(i)} of a groupG in the usual way

G1 = G, Gj+! = [Gj, GJ,
G(O) = G, G(i+l) = [G(I), G(O},

where [H, K] (He;;G, KS G, G a group)is the least subgroupof G contain­
ing all commutators h-1k-1hk (hE H, kE K), we know that, for every
group G and for every natural number n, G(n)~ G2o• But we can deduce
from a result of C. R. B. Wright [1] that, when G is of exponent 4, any
inclusion G(r)e;; G, not predicted from this elementary result (i.e. with
2' -es) must lead to a bound for the derived length of G. If we choose
G = 0(4,8) and n = 3, what we are saying is this:

(i) we know 0(3) e;; G8 to be true.,
(ii) if we could show G(3)e;;G9 we could bound the derived length of

every group of exponent 4.
The bound would be applicable to all groups of exponent 4 because of the
natural homomorphisms to groups of exponent 4 on fewer than 8 genera­
tors and the fact that, for any group G, 0(3) is generatedmodulo09 by com­
mutators of the form

where the a, are among the generatorsof G, so that no more than 8 distinct
generatorsof G could be present in anyone of these commutators.We wish,
therefore, to show that:

189
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WithG = B('48)generatedby go, gl, ... ' g7, the commutator
[[[go, gl], [g2, gs]], [[g4 gs], [g6, g7]1]

lWs inG(S) rmddo commutators ofonlerhigherthon8.

It is sufficient to place this one commutator, since both G(3) and G9 are
plainly Se-modules (S8 acting by permuting the gi), and commutators of the
same apparent form, but in which not all generators which appear are dis­
tinct, can be taken to be homomorphicimages of commutatorsof this form
with all generators distinct.

Professor G. Higman, to whom I am indebted for this problem, has
shown [2] that this group-theoretic question is equivalent to the following
module-theoretic question (which arises upon examination of the associ­
ated Lie ring of G):

In the free Lie ring of characteristic 2 on 8 generators xo, Xl. X2, ••• , X7

we consider the element L Xo Xl" X2" ... X7a (multiplications to be per-

formed from left to right;, where the (J are precisely those permutations
(there are 1312 such) on the integers1,2, ... ,7 for which (i+ 1)0'< ia for
no more than two values of i.

Letting S8 act by permutingthe integers0, 1, 2, ... , 7 occurringin the
subscripts on the Xi' we generate an Ss-module from this one element,
and we then close this Ss-module under addition (in the ring), yielding
an additive Ss-module.

Question-does the element «(XOXl)(X2X3))«X4XS)(X6X7))) lie in this
additive Ss-module ?

This paper is concernedwith the use of the I.e. T. Atlas, located at Chilton,
Berkshire, and sponsored by the Atlas Computer Laboratory of the U.K.
Science Research Council, to answer this question.
2. General approach. To search for an element in a finite additivemodule

(and this one has no more than 2S! elements) is a task most straightfor­
wardly accomplished by representing the module as a finite-dimensional
vector space, obtaining a basis, and seeing whether the "target" element is
linearly dependentupon this basis. It is clear that all the ring elementswhich
interest us, whether target or "data", are balanced homogeneous elements
of weight 8; it is therefore true that the space they span lies within that
generated by aU the balanced homogeneous elements of weight 8, equiva­
lently by the left normed monomials in which the Xi appear once each. The
5040 balanced left-normed Lie monomials of weight 8 with Xo appearing
first are known on Lie ring-theoretic grounds to be linearly independent
and to generate (additively) all these monomials, and hence any element of
that part of the ring on which our attention is focused has a unique expres­
sionas a sum of terms drawn from among them; this expression may be
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found by repeated application of the second and third of the "Jacobi iden­
tities" appearing in the customary definition of a Lie ring :

(i) 00 = 0 for all elements a

(ii) ab+ba = 0 for all elements aand b
(ill) a(bc) + b(ca) + c(ab) = 0 for all elements a, b and c.

Thus, our problem splits into two parts in a completely natural way. We
must, first, representthe data by a matrix, 8! by 7!, over the field with 2 ele­
ments (each row giving the expression of a single data element in terms of
the balanced left-normed Lie monomials of weight 8 with Xo at the far left),
and, second, triangularize this matrix, meanwhile searching for proof that
the target vector is, or is not, representableas a sum of rows of the matrix.

We observe that, as representations are unique, no question can arise as
to whetherwe shall recognize the target when we see it, and that the one ring
element from which all other data elements are generated actually arises in
the form desired, namely as a sum of (13 12) balancedleft-normedLie mono­
mials of weight 8, with Xo appearing first in each term. Henceforward, we
reserve the word "term" for this rather special sort of term, a balanced left­
normed Lie monomial of weight 8 on the letters xo, xi, X2, ..• , X7, with
x 0 appearing at the far left.

3. Generating the matrix. The module appearingin the questionwe are
dealing with has been embedded in the vector space of dimension 7! over
GF(2) and is therefore of dimension no more than 7!, and the addition of
the vector space is the ring-addition.But the second operation (upon terms)
with which we are concerned is not the second ring operation, Lie multi­
plication, but is rather that operation upon terms induced by permuting the
ring generators Xo, Xl, X2, ••• , x7. Now it is self-evident that any permuta­
tion of the generatorswhich fixes Xo merely induces a permutationof terms,
but a hand-calculation upon a few examples of the effect of a permutation
of generators not fixing Xo will easily convince the reader that the situation
here is not so simple.We thereforechoose an 8-cycle R from Sg and repres­
ent every element of S8 as the composition of some power of Rwith a per­
mutation fixing 0 (remember,we think of S8 as acting on the subscripts,not
the generators).
The single generator of the &-module we are producing leads to a total

(including itself) of 8 elements if we construct the R-module it generates,
and these 8 elements generate as &-module the structure we want; here S,
is the subgroup of S8which fixes O. But the action of S, upon terms is
merely to permute them in the obvious way, and it is therefore the case that,
once we have 8 generators for an &-module instead of only one for an
&-module, the two operations we need are simply the addition and mul­
tiplicationof the group ring of S7 over GF(2). It is furthermoretrue that the
full significance for our structure of the Jacobi identities will have been
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expressed in the technique we use to apply the operation on terms induced
by R, in getting from one generator for an &-module to 8 generators for an
ST-module.
To sum up, for reasons of computational simplicity we shall not look

directly at the Ss-module generated by I XOX1aX2a ••• X7a, but we shall

see it by looking at the S7-module genera&d by

{IXOR,X1aR,X2aR', .• X7aRi I 0 ~ i < 8}.
a

4. The R-module. There is a natural mapping from the group ring
of S8 over GF(2) onto that part of our Lie ring we have already termed
interesting, the balanced homogeneous elements of weight 8, induced by
mapping

(
0 1 2 ... 7 )
lXo al a2 . . . (1.7

onto the balanced left-normed monomial X~OXO:IXO:2 • • • xu, clearly of
weight 8, and extending linearly. Also, there is a one-to-one nrapping onto
the group ring of S7 (the subgroupof S8 fixing0) over GF(2) from this same
part of the Lie ring induced in exactly the same way, but requiring the ele­
ment of the Lie ring to have been expressed in its unique form as a sum of
left-normed monomials in which Xo appears first. The composition of these
two mappings is a mapping f-l from the group ring of Ss over GF(2) onto
the group ring of S7over GF(2), fully expressing the effect of the Jacobi
identities in this part of the Lie ring. It should be observed that the restric­
tion of f.t to the group ring of Sl (the subgroup of Sg fixing 0) over GF(2)
is the identity mapping.
It should now be clear that to construct the mapping on terms induced by

R, we need only know how to multiply each element

2 '" 7 \ f S-
) 0 "

1X2 ., , 1X7
seen as an element

(
0 1 2 . ..7)
.0 (];j (];2 . . . (1.7 = IX

of the group ring of S8 over GF(21 by R, and obtain the image under f-l in
the result. This, in fact, is preciselywhat we do. The R we employ (it could
have been any B-cycle) is

(
0 1 2 7).
1 2 3 0, '

i.e,
i = 7

The method is as follows. For every xE S7there is a unique k, 0 -< k < 8,
and a unique zE S7, such that xR = RkZ. We regard this relation as defin­
ing two functions k and z of x, and we tabulate these two functions. That
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is, we serially number the elements of S7so that for every gE S7there is a
unique g, 0 .,., g < 5040, correspondingto it, and we constructtwo tables of
5040 entries so that as x varies over S7we have 27-k in the one, and z in the
other, in the xth entry. We also construct a table in which appear the Rkfl;
in fact, we must multiply Rkfl by z in calculating xR: fJ, = Rkz· fL =
= Rk·ZfJ, = Rk. ,uz = Rkfl'Z (since multiplication in the group ring is asso­
ciative, and zE S7)' As it can be shown that the number of terms occurring
in Rk(L is 27-k for 0 < k < 8, and as it is clear that ell = e (where e is the
identity of S8), we give this table 128 entries:
in the Oth, we place Ii
in the 1st, we place the serial number of the term R7fl,
in the 2nd-3rd, we place the serial numbers of the terms of R6p.,
in the 4th--7th, we place the serial numbers of the terms of R5fJ"

in the 8th-15th, we place the serial numbers of the terms of R4p"
in the 16th-31st, we place the serial numbers of the terms of R3(L,

in the 32nd-63rd, we place the serial numbers of the terms of R2[1,

in the 64th-127th, we place the serial numbers of the terms of Ru.

It is now the case that the quantity 27-k (which must at first have appeared
quite artificial) gives not only the length of the block in this table corre­
sponding to Rk, but also where in the table to look for it: the serial numbers
of the terms of Rkfl begin at the 27-kth entry and occupy27-k entries.
It is necessary to explain that we have recorded e in this table in order to

make considerably more efficient the operation of multiplying by z. The
problem is that, as will be more fully explored below, we do not know how
to right-multiply an element of the group ring (from now on, of S7 over
GF(2), represented as a sequence of serial numbers unambiguously delimit­
ed) by an arbitrary element of S7; what we do know how to do is to right­
multiply by each element of S7in turn, without having any idea of which is
which, nor of the order in which they appear (to be sure, without repetitions
or omissions).We have, therefore, retained e so that, when the entries in this
128-entry table are modified so as to represent the effect of right-multiply­
ing them all by a specific but unknown element of S7, we can look at the
Oth entry to find the effect of the multiplication upon the identity element
of the group, and hence to find by what element we have multiplied; if we
are applying the operation on terms induced by R to an element of the
group ring in which the term x appears, and if xR = RkZ, and if the Oth
entry is Z, then the block of entries starting at the 27-kth and going on for
27-k entries gives the serial numbers of the terms of »Ru.
This method allows us to proceed from each generator of the &-module

to the next, starting with the sole generator of our &-module. After seven
applications of it, we have eight ring elements forming an R-module, and
these generate as S7"IDodulethe structure we want.
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5. The &-module. Let the eight ring elements so far constructed be
called Po, PI, P2, ••• , P7, in the order in which they were obtained. Then
Po is the generatororiginallygiven for the S8-modu1e and, if we regard the Pi
for the moment as elements of the group ring of S8 over GF(2), we have
P, = Pj_1Rp (O<i<8); the 8! rows of our data matrix are seen to be the
elements Pig(O ~i < 8, gE 8,)of the group ring of 87 over GF(2).What we
have still to do to be able to construct this matrix is discover how to mul­
tiply an arbitraryelement P of the group ring by an arbitraryelementg of the
group; equivalently, since Pis represented as a sequence of the serial num­
bers of those elements of 87 which appear in it (coefficient1 rather than 0),
we want to constructfor each gE S7 a functionthat will get us from x to xg
for every xE S7.
This function is, of course, the right regular representation of S7, and

it is most easily displayed as the Cayley table of that group; the table has
(7 !)2 entries, more than 25 million. Let us look more closely at what we
are actually obliged to do:

For an element Pof the group ring, which we might as well regard as
arbitrary (of course it is not, but it is about the structure of P that we
hope to learn), we must be able to compute Pgfor every gE S7, but we
do not care in what order we compute these, nor yet which is which,
just so long as our computation is exhaustive.

Our originalthoughtwas to enumerateS7 in someway go, gl, g2, ... , g5039

and produce successively Pgo, Pgl> Pg2, ••• , PgS039, but to right-multiply
an arbitrary P by gj requires the availability of the entire column of the
Cayley table of S, which corresponds to the group element gj, and this
is unmanageable. Suppose, however, that the enumeration {gj} is such
that gj=~gj takes only comparatively few distinct values; then Pg, = Pgj-1 x
gi:.\gj can be derived at each step from Pgi-1 rather than from P, and
only comparatively few columns (JOurwill suffice) of the Cayley table need
be available.

This enumeration is recognizable as one of the central problems of cam­
panology (bell-ringing: vide infro), and there is an extensive and centur­
ies-old non-mathematical literature about it. There is also a developing
mathematical literature on the subject [3].
The campanological approach we have actually taken to this problem

uses a composition attributed [4] to John Vicars (most likely date: 1740)
for a full peal of Grandsire Triples; more familiarly, we have taken from
Vicars the specihcation of four elements bo; hI, h2' h3E S7 and a function
k:5040-+4 (a sequence ko, ks, ks, .•. , k5039 all drawn from among 0,1,2,3)
such that if we put go = hko and gj = gi-lhkj (0 < i < 5040), then go, gl,

g2, ... , gS039 constitutes an enumeration of S,.The function k and the col­
umns of the Cayley table of 87 which correspond to ho, hi, h2' hs are all
computed and stored, making possible the right-multiplications which
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we need for this section; but, as explained above, this multiplication is
also perfectly satisfactory for calculating the R-module beforehand.
Theoretically,then, we have solved the problem of generatingthe data

matrix; practically, a program having the structure here specified has
been written, debugged, and run on Atlas. It occupies approximately
500 words of store and takes about six minutes to run, but its tables fill
the core store; the part of the program which computes k, the campano­
logical subroutine,takes 43 instructionsand 9 words of tables (in machine
code), and runs in a few milliseconds.The programwrites the data matrix
onto magnetic tape, and ends by wriiing out a "key block" containing
such information as the target vector and how much of the triangular­
ization (none, at this stage) has already been done.
6. Bell-ringing.To the reader entirely unfamiliarwith campanology(as

pursued in England) I can offer no better advice than to entertain himself
reading Dorothy Sayers' delightful detectivenovel 'lhe Nme Tailors [5J,
where he will find an enticing introductionto the subject and an adequate
bibliography;when I recognizedmy problem as possibly campanological
this was the sole sourceof my own familiarity.I then, however,approached
D. Roaf, of Oxford University, for a tutorial session on mathematical
campanology(somethingI was not then certain existed), and it is to him
that I must express heartfelt thanks for a more detailed exposition of the
subject.
Broadly, then, let us suppose that we are ringing n bells. We ring them

all, one after the other, in some sequence;this is called a row of the com­
position. Then we ring another row; the place-permutation (not the let­
ter-permutation)applied to the bells to get from one row to the next is
called a change-hencethe term change-ringing.The way in which a ringer
memorizes his duty varies a little, but ordinarily he learns the changes
and various sequences (called leads) of 2n changes ; a ringer learning to
conductwill certainlyalso learn the orbits, or parts of the orbits, of sever­
al bells, and will be able to give simple rules for the sequencingof leads
in any compositionwith whichhe is familiar.But as every ringermust me­
morize all the changesemployed,only a few group elementshi can occur,
and as the rules a conductorlearns are simple, the functionk must be easy
to calculate.
As to nomenclature,the term Triples signifies that n = 7, and a method

on n bells is a set of hi, so that in Grandsire Triples we have seven
bells and four changes (1)(23)(45)(67), (12)(34)(56)(7), (12)(3)(45)(67),
(1)(2)(3)(45)(67); a oompositionis a function k specifying a sequence for
the hi'

7. Triangularizingthe matrix. At this stage, our problem is as follows:
given 8! vectors of dimension 7! over GF(2), and one more such vector,
is or is not the one a linear combinationof the 40320? In general, such
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a question is most straightforwardlyanswered by developing a triangular
basis for the space spannedby the row vectors, and "pivoting" each basis
vector in turn "out" of the target vector; if there appears no basis vector
at all to correspond to some non-zero coordinateof the target vector then
the answer is found to be "no", if the target vector suddenly disappears
then we know the answer is "yes". Triangularizinga matrix is neither en­
tertaining nor interesting.
When interest is aroused, it is by one or other of the effects that scale

can have on this problem. Most usually, the interest lies in problems of
loss of significancecausedby limitationson the accuracywith whichma­
trix elements can be retained. But our problem is not of this kind; as our
matrix is over a finite field, we necessarily retain absolute accuracy. In­
deed,as the fieldis GF(2), eachexactmatrixelementoccupiesonlyone bit in
memory, vector addition is represented by the "exclusive-or" operation,
and multiplication does not arise. In our problem, the sheer immensity
of the data leads to a class of questionsconcerningthe distributionin time
of machine errors.
Once we have said this, we have opened Pandora's box. When a ma­

thematical "proof' is based in part upon error-preventing,error-detecting,
and error-correctingtechniqueswhose reliability is statistical in character,
the nature of proof is utterly unlike anything David Hilbert might have
recognized as such. But this problem goes far beyond the scope of the
present paper; we shall attempt to discuss it elsewhere. In this paper, we
shall do no more than to look briefly at some of the methods actually
employedin the computerprogramwhichmakes the calculation.
If the answerto our questionis "yes",if the targetvectoris a linearcom­

bination of the data vectors, then it is found to be so in an explicit way,
and detailed record-keepingalong the way shouldmake it possible to say
somethinglike:
The target vector is the sum of such and such basis vectors and, for
each of them, this basis vector is the sum of that data vector and those
earlier basis vectors.

In this case we shouldhave available an effective, and cheap, way of con­
firming that the answer is indeed "yes".
But suppose the answer to be "no". Then we are asserting that there

are 28! linear combinationsof the data vectors, and that the target vector
is none of them. How can such an assertion be verified, except exhaus­
tively (i.e. by doing it again)?Well, there is one thing availablefor us to
try-if the matrix actually yielded 7! basis vectors, there has surely been
an error. But if only a smaller number have appeared,we are on no surer
ground than before.
Let us recapitulate. An affiative answer would be verified if we were

to maintain records from which the "pedigree" of the target vector and
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every basis vector could be determined.A negative answer could be made
marginallymore convincing if we knew the rank of the data matrix. But,
in general, to be justified in accepting a negative answer, we must repeat
the entire calculation at least once.

Suppose we do so. And suppose the answer is now 'yes". What do we do ?
Or suppose the answer is again "no". How reliable is a single bit? Should
we try again ? Or what?

What, in fact, we do is this. We do, of course, keep the pedigree records,
and we always know how many basis vectors have been found. But, in
addition, every operation (includingthe checking operations)is performed
twice, and the results are compared, bit by bit. In a single magnetic tape
pass, the data matrix is read in from two separate files assumed to hold
identical data, and, for so long as that is true, the common value of the
input data is accepted; as wide as possible a section of the data matrix
is processed en passant and the result is writtenout as a data file. Then it is
done again; the same two data files are read in and compared a second time,
their common value processed a second time, and the result written out
as a second file which should be identical to the first. These two data
files are the input to the next tape pass, when they will be comparedbit
by bit (and each file consistsof more than 200 million bits), twice, and so
on. The basis vectors developed on the first run through a pass go onto
an output tape, those from the second onto another, at the time; these
are compared explicitly, twice (of course), after the second time through.
If at any stage a discrepancy is discoveredbetween tapes whose contents
shouldbe identical, elaborate signallingand recoveryproceduresare auto­
matically put into operation; we shall say no more about these but that
we have available, on a typical tape pass, three sets of tapes, called A, B,
and C, such that if we are now reading data from B and writing it to C,
then B was written on the previous pass and A was being read on that
pass. That way, if we discover a discrepancy in the B tapes after having
written upon the C tapes, the A tapes (from which B were made, and which
have already satisfied two bit-by-bit comparisons) are still intact. When
I say that the data matrix occupies a file taking up two reels of tape, you
will see that this program keeps 14 tape drives busy - A, B, C, each 2
reels long, + I reel output for basis vectors, X2 copies of everything.
A magnetic tape pass takes about 18 minutes from beginning to end,

of which the second half is a repetition of the first; the program can be
interrupted under switch control, with effectively no wastage of machine
time, at any such breakpoint. Another switch will cause the program to
pause at the next breakpoint and await the instruction to interrupt or to
proceed; yet another, inspected by the program three times per second of
elapsed time, says to interrupt at once, discardinganything done since the
last previous breakpoint. Other switches instruct the program whether
to stop or to go on to get the rank of the data matrix in case the answer
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is found to be "yes", in case it is found to be "no", in which of two modes
a continuously monitored visual display is to show progress, and finally
something slightly peculiar. Suppose that an input discrepancy is found
on, say, a B-C pass. A decision is taken to "back off' and run A ->- B again.
Now, if this decision is implemented immediately, no new problem arises.
But, suppose as well that we interrupt at this point; then, when we go back
onto the machine to re-run A-B, there is no record anywhere except in
our own minds that it is not possible to back off from this pass (as C is
not the predecessor of A here-it has been altered on the abortive B-C
pass). The last switch is used to inform the program that thejirst magnetic
tape pass of the present machine run is one from which no back-off is
possible; it is, of course, used on the very first run, as well as in the more
complex situation described above.
One more word about the triangularization. It has been necessary, for

efficiency's sake, to economize as much as possible on the total time for
which the program occupies Atlas, and this has meant developing a new
triangularization algorithm. This algorithm will be discussed elsewhere,
rather than here. It is a natural modification of existing methods, simply
taking maximal advantage of the fact that the matrix is over a finite field
while, at the same time, using the space outside the upper right triangle
of the matrix, as it is progressively vacated by the triangularization, as the
place to record all the "pedigree" data (there is exactly the necessary
amount of space).

8. Present status. The matrix-generating program is written, debugged,
and run. The triangularization algorithm has been tested by hand, and is
correct. The triangularization program is written and undergoing debug­
ging.

REFERENCES
1.C.R. B.WRIGHT: On the nilpotency class of a group of exponent four. Pac. J.

Maths. 11 (1961), 387-394.
2. Unpublished private communication.
3. S.M. JOHNSON: Generation of permutations by adjacent transposition. Maths.

Comp. 17 (1963),282-285.
4. J. ARMIGER TROLLOP!: Grandsire: The Jasper Snowdon Change-ringingSeries,

pp. 51, 122 (Whitehead& Miller, 1948).
5. DoROTHY L. SAYERS: The Nine Tailors (Victor Gollancz, 1934, many reprints).



Some rombinatoriol and symbol manipulation
progroms in group tlmry

JOHN J. CANNON

Introduction. Over the past two years computers have been used to
carry out a number of large calculations, of both a numerical and non­
numerical nature, arising out of research in group theory at Sydney.
These problemsinclude :

(i) construction of subgroup lattices;
(ii) investigationof positive quadratic forms;
(iii) determinationof the groups of order p6,p > 2;
(iv) construction of counter-examples to Hughes' conjecture in group

theory.

Only (i), (iii) and (iv) will be discussedhere.
All programs describedhere have been written in the English Electric

KDF9 Assembly Language, USERCODE.
Subgroup lattices. A program has been written which determines the

generatorsand relations of all the subgroupsof a finite solublegroup.The
program finds the subgroupsusing the samemethod as Neubiiser [1] with
the difference that as a subgroup of order d is found the generators and
relationsof all possiblegroupsof orderd are checked through to find a set
of generators and relations for the subgroup.As the program is restricted
to groupsof order less than 400 by machineconsicbations,ore only needs
to know all the possible groups of order less than 200, and most of these
are known.
The programreads the generatorsand relations of the given group and,

using coset enumeration, finds a faithful permutation representation
(possibly the regular representation). The permutation representation is
used to determinethe elements of the group and to find its Cayley table,
and is then discarded.At the same time as the group elements are being
found as permutations they are also found as words in the original ab­
stract generators. These n words are stored in an n-word stack so that in­
stead of using either the abstract word or its permutation representation,
one uses the number indicating the position of the group element in this
CPA 14 199
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stack. The Cayley table may then be stored compactly as a Latin square
with several entries stored in a single machine word. In this manner the
multiplication tables of groups of order up to 380 may be kept in-the core
of a 32K machine. Only when group elements are being output is refer­
ence made to the stack of group words.
The user has the option of outputting either the generators and rela­

tions of each subgroup or the elements of the subgroup or both.
So far the programhas been run successfullyfor a number of small groups

(all of order less than 100). Before larger groups can be run more sets of
generators and relations have to be checked and included in the program.

Investigation of groups oforderp6,p > 2. R. James has been enumerating
the p-groups of order p6,p > 2, checking the work of Easterfield, by the
method of isoclinism.

Isoclinism [2, 3] splits the possible sets of generators and relations into
classes so that all members of a class have the same commutator relations.
The problem then is to find all the non-isomorphic groups within each
isoclinism class.

We may suppose that isomorphism is an automorphism and apply a
general automorphism to a general set of generators and relations (remem­
bering that commutator relations are invariant within an isoclinism class).
This will give rise to a set of relations on the integers mod n, for some n
(obtained by equating indices of each generator before and after the
automorphism). For p-groups, n = pr for some r. These relations can be
expressed as an equivalence relation on a set of matrices over GF(p).
The equivalence classes of these matrices give the non-isomorphic groups
of this isoclinism class.
Difficulties arise in the determination of a set of equivalence class repre­

sentatives for general p and it is to this problem that a computer has been
applied. Using a computer it is simple to calculate the equivalence classes
and to select a suitable equivalence class representative (an element which
will give the corresponding generators and relations in the simplest possible
form) for each class, for the first few primes. It is then usually easy to
write down a set of equivalence class representatives for general p.

The groups of order p5 (p > 2) were checked by this method and the
groups of order pO ~ > 2) are being found.

Hughes' conjecture and conunutator calculations. Consider a group G of
order pQ where p is a prime. Take the subgroup H of G generated by the
elements of G having order greater than p. We suppose that G has some
elements whose orders are greater thanp. Then Hughes' conjecture is that
H is of index lor p in C. It is true for p = 2, 3.
G. E. Wall has shown that the conjecture is false for p if a certain ex­

pression E is zero in a Lie algebra generated by two elements of nilpotency
class 2p-l, satisfying the (p - l)th Engel condition, over GF(p).
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Hand calculationscarried out by Wall show that the conjecture is false
for p = 5. As the calculations are extremely long and tedious, it was
decided to develop programs to verify the calculationsfor p = 5, and to
carry them out for p = 7 and 11.
The problem will be considered in four parts:
(1) Determination of a basis for the two-generator free Lie algebra of

nilpotencyclass2p - 1.
(2) Determination of a basis of the algebra in (1) with the {p- 1)th

Engel condition imposed.
(3) Calculationof the expressionE
(4) Expression of Ein terms of the basis elements found in (2).

These will now be consideredin turn.
(1) Let ; and rJ denote the two generators of the algebra.We define the

weight of an arbitrary element of the algebra as follows: The elements ;
and rJ are of weight one. If A = (P, Q) is an element of the algebra, then

weight A = weight Ps-weight Q.

Basic commutators are next defined together with an ordering (-<) on
them. The elements; and 'Y} are basic. Under the orderingall basic commu­
tators of weight w come after those of weight w- 1. Orderingis arbitrary
among basic commutatorsof weight w, but once an ordering is chosen it
must be adhered to. A commutator C = (A, B), A = (P, Q), where A
andB are basic, is basic if A > Band B;;.Q.
The elements of weight w form a subspace of the algebra and a basis

of this subspace is providedby the basiccommutatorsof weightw [4].
Given an element of the algebra, (A, B),whereA = IAjC;, B = If.'Jej'

Cj, C' basic, we describe a collection process [5].

(i) Put (A, B) = IAjf.'j cc; Cj).
(ii) If C, and Cj are basic, put

(a) (Cj, C1)= 0 ifCt = Cj,
(b) (Cj, Cj) = - (ej, Cj) if c, -< c,
(e) (ej, Cj) = (Cj, CD if c, > c;

(iii) If c, > Cj are basic and C, = (P;, Qj), put
(a) «; Cj) = «Pj, Qj), Cj} if ej ;a.. Qj,
(b) (Cj,~CJ)= -«Qj, ej), Pi) +(Pj, ej), Qj) if Cj <Qj.

(iv) Return to (i) and repeat the process until (A, B) is expressed as a
linear combinationof basic commutators.

A program has been developedwhich calculates the basic commutators
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of weight w by combining all the basic commutators of weight w- 1 with
~ and fl- in turn, and applying the collection process.
The basic commutators are placed in a stack as they are formed and so

the order of occurrence of the commutators in this stack gives a suitable
ordering of the basic commutators.Each basic commutator (P, Q) is stored
in the stack as a number pair (p, q), where p is the integer giving the
position of the basic commutator p in the stack and similarly for q.

For the collection process linear combinations of commutators are
stored in a list structure. List elements consist of two consecutivewords the
first of which contains the coefficient of the present term and a pointer
to the next term, while the second contains the commutator in the form
«(P, q), r). New list elements may be obtained from a free space list.
When the Jacobi identity is applied to commutators of weight w, one

requires A = (P,Q), P, Q basic, weight A less than w, to be expressed in
terms of basic commutators. So to avoid much recalculation, after all
the basic commutators of weight w have been found, all products of
pairs of basic commutatorsgiving linear combinationsof basic commutators
of weight w are calculated and entered in a table. It is possible to arrange
the table so that no space is wasted and so that products can be looked up
quickly. In the table commutators are again represented in a list structure,
this time, however, using one word list elements. Each list element contains
the coefficient of the present term, the number giving the position of the
commutator in the stack of basic commutators, and a pointer giving the
address of the next term.
On a KDF9 with a 16K store, the 2538 basic commutators of weights

equal to or less than 14 were found in 5 minutes. When the store is in­
creased to 32K, the machinewill be able to find the 4720 basic commutators
of weights equal to or less than 15. I hope also to express all terms of the
Campbell-Baker-Hausdorff formula, of weights equal to or less than 15,
in terms of basic commutators.

(2) The (p- l)th Engel condition states that

(- - - (A,B) - - - , B) = 0
'--v-'

p-l

where B is an arbitrary element of the Lie algebra.
The basic commutators of weights less than p remain independent.

For weights greater than p- 1 one first finds the basic commutators as in
(1), and then derives all the relations between them generated by the Engel
condition. These relations give rise to a homogeneous system of linear
equations in the basic commutators over GF(p), which upon solution
gives a linearly independent set of basis elements, i.e. Engel basic commu­
tators.

The programming is tedious but straightforward.
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(3) The expression E is constructed as follows (all variables are non­
commutative and the polynomials are over GF(p) from (iv) on):

(i) a(X, Y) = «---(Y,X),X) --- ) X) where (A, B)=AB-BA.---p- lX's
(ii) b(X, Y) = coefficient of ;.p-l {-tin (AX +{-tY)p.
(ill) c(X, Y) = b(X, Y)- a(X, Y).

(iv) d(X, Y) = Pf . 1 ,C(O (X, Y) w~ere. (i) denotes a certain ith
i=O (z+1). denvative.

p-2
(v) e(X, y) = L (X+ Y)i d(X, Y) (X+ y)p-i-2.

;=0

(vi) I(X, Y) = set of terms of e(X, Y) involving(p- 1) X's and (p- 1) Y's.
Now put X = ~,Y = ,u where ab-= (a, b). (The Lie algebra product.)

(vii) E = U(~, fi)·
A powerful programming system was developed with the ability to

handle non-commutative as well as commutative polynomials. It is hoped
to publish a description of this system shortly.

As an illustration, the polynomial I(X, Y) for p = 7 contains about
840 terms and took 3 minutes machine time for its construction.

(4) Straightforward.
The hand calculations for p = 5 were verified and a new counter­

example found for p = 7. It is hoped to run p = 11.
Acknowledgments. I would like to thank Dr. Neubuser for valuable

suggestions concerning the subgroup lattice programs and Professor Wall
who provided the initial motivation for the development of the programs
associated with Hughes' conjecture.
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The romputation of irMlucibk 1r!]JMK!1tations
offiniJe groups of order Z",n <6'

P. G. RUUD and R. KEOWN

1. Introduction. Most textbooks and monographs on group represen­
tation theory include the statement that the constructionof the irreducible
representationsof a particular group or family of groups is an art rather
than a science.Thispaperis a contributionto the art in the caseof 2-groups
of order 2n, n "'"6. The construction is based on the definitions of these
groups given in the monumentalwork of Hall and Senior [5].The authors
and their colleagues have computed a representative element from each
one of the classes of equivalent irreducible representationsin the case of
each class of isomorphic 2-groupsof order 2" (n < 6) and of numerous
groups of order 64. An omissionin the originalprogram,whose correction
is now believed understood, prevented the successful calculation of all
of the representationsof the groups of order 64.
This collection of 2-groups contains many abelian and metacyclic

groups for which a generaltheory of their representationsexists. However,
there are many 2-groups in the collection of Hall and Senior for which
such a theory is not currently available. This paper is a description of a
method of computation rather than a theory of the representations of
2-groups. The calculation does not employ trial-and-error or iteration
procedures.
A monomiol1f!JJlf!Sl!Tllationof a finite groupG is a matrix representation

T of G such that each matrix T(g),g E G, contains exactly one non-zero
entry in each row and column.An inducedmonomiol1f!JRf!Senlation of G
is any induced representationUG where U is a one-dimensionalrepresen­
tation of some subgroup. It is known, see Curtis and Reiner ([3], pages
314 and 356), that every irreducibleK-representationof a finite nilpotent
group G is an induced monomial representation.Every finite 2-group is
known to be nilpotent. The defining relations of Hall and Senior provide
an ascendingnormal series of the form

{1}cH1c ... cHr=G, (1.1)

t This work was a collaboration between the authors and R. F. Hansen, E. R.
McCarthy and D. L. Stambaugh.
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in which each subgroupHi is a subgroupof index two in Hi +1, 1 "'" i "'"
r- 1, where G is a 2-groupof order 2'. Our irreduci'olerepresentationsare
monomial representationsconstructed by induction on the normal series
(1.1). Originally the authors believed that each self-conjugaterepresen­
tation of an Hi in this series would generatethe two associatedrepresen­
tations of Hi+1 under multiplication by the appropriate scalar matrix.
This idea proved false. Presently, it is conjectured (not proved) that a
minor modificationof the method and programwill avoid this error.
The second section of the paper discussesthe manner of obtainingthe

Cayley table of a 2-groupfrom the definingrelationsof Hall and Senior.
The third section explains the inductive constructionof the irreducible
representationsfrom the Cayley table. The fourth section describes the
programsused in the calculation.Until the early part of 1967, the present
authorswere unaware of the very significantwork on representationtheory
in progress abroad, see Brott [2],Gerhards and Lindenberg [4],Linden­
berg [8], and Neubiiser[10]. Excellentsourcesof informationon the theo­
rems quoted in this paper are the monographsof Boemer [I], Curtis and
Reiner [3], and Lomont [7].
2. Developmentof the Cayley tables of 2-groups. The methodof calcula­

tion of the irreduciblerepresentationsof 2-groups describedin this paper
depends upon the availabilitywithin the computerof the Cayley table of
the group under investigation.The work of Hall and Senior describeseach
group of order 2n, 1 ""' n ""' 6, in three ways: "(1) by generatorsand de­
fining relations; (2) by generatingpermutations;and (3) by its lattice of
normal subgroups, together with the identificationof every such group
and its factor group". The generationof the Cayley table from the per­
mutation presentation of a group appeared to be the most expedient
method, if not the most concise. R. F. Hansen [6] wrote the necessary
program and assumed the burdensome task of preparing the necessary
input for all 2-groupsof order greaterthan 4 and less than 128.All Cayley
tables were computedby this method and checked for accuracy.A very
small number of typographicalmistakes in the lists of permutationgen­
erators was apparentlyuncovered in the process. D. L. Stambaugh [12]
attacked the problem of discoveringa satisfactorymethod of obtaining
the Cayley tables directly from the generatorsand the defining relations.
An examination of a number of Cayley tables strongly suggests that a
presentationof the generatorsas regular permutationswith degrees equal
to that of the groupcan be obtainedin a directmanner.In order to describe
the method discoveredby Stambaugh,it is convenientto briefly discuss
the definitionof the groups by means of the Hall-Seniordefiningrelations.
Each groupG is describedby a set B of generators[h ... , b,J where

the numberr is the exponentof 2 in the order 2' of the group.Every ele­
ment g of G has a uniquestandord expansion,

g = b~'••• b~', (2.1)
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in terms of these generatorswhere each ej, 1 ."..i ."..r, is either 0 or 1. The
element g with correspondingexponents the set [e1, ... , e,] is numbered

er2r-1+ ... +e1+1. (2.2)

We adopt the notation H, for the subgroup (bb. , b) generated by the
first j generators. The ascending normal series,

{1}cHl c ... c H, = G, (2.3)

is the basis of the present calculation of the irreducible representationsof G.
The Hall-Seniordefiningrelationsare given in terms of a subset [a1, ... , aJ
of B. The squares a~, 1 """i<i. of these are listed either in terms of cen­
tral elements or a's with smaller subscripts. The collection of all commu­
tators [aj, a,J = ail a;;/aPm, 1 """ i < m ~j, is similarly described. The
set [a1, ... , aj] is a proper subset of [bh ... , b,J when G is not a stem group.
Stem 2-groups are those in which the center Z is contained in the derived
group G' of G. Additional information is given for non-stem groups en­
abling one to extend the informationfrom the set [a1,' •• , aj] to the set
[bI.. . . , b,J. The computationalscheme of Stambaughis based on a set of
defining relations which gives all squares b~,1"""i """r, and all commutators
[bi> b,J, 1 ."..i-cm """r, in terms of generators with smaller subscripts.
Stambaugh writes the commutators in the form

(2.4)

where x is obtained at an earlier stage in an inductive computationalscheme.
We refer to the description of each group in terms of the b's as the
lIoll-Senior defining relations although, strictly speaking, these correspond
exactly to those of their monograph only for stem groups.

The set [Yl, ... , Yr] of regular permutations corresponding to the set
[bl, ... , b,J of generatorsof the group G has a number of properties con­
veniently discussed together. Each permutation Yj is associated with three
sets, Bj, Ej, and Sj, which are defined as follows: B; consists of the set
[1, ... ,2;-1] of the first 2i-1 integers;E, consistsof the set [2;-1+ 1, ... ,2j]
of the next 2i-l integers; while Sj, the union of B, and Ei, consists of the
first 2' integers. Each Yj is determined by a permutation Pi defined on the
set S, where it maps B, in a one-one fashion on E, and conversely. Con­
sequently, its inverse Pil has the same domain, but the opposite effects
on B, and Ej• Each permutation pj is extended to the set of the first 2
integers by means of a family of permutations [el, ... , cr-1]. The permu­
tation c, is defined on the set Sj+1 in the following fashion:

cj(k) ::::;k+T; k E Bin
1~ i ~ r-1. (2.5)

The ith permutation Pi, defined on the set S;, is extended by successive



208 P. G. Ruud and R. Keown

products and conjugations to obtain

Yi = Pi[CiPiCi-1] [Ci+lPiCiPi(Ci+ICi)-I]X ,. ,
X [Cr_IPiCr_2". C;Pi(Cr_I .. , Cj)-11.

(2.6)

The permutation PI is associatedwith the sets BI, E1. and SI correspond­
ing to [1], [2], and [1, 2] respectively; it is defined to be the transposi-

tion (2 ~). It is easily checked that PI fulfills the above requirements.

The permutation Y1 correspondingto hI is obtainedby means of equation
(2.6).
The constructionof the remaining p's and y's is carried out by induc­

tion. Supposethat the definitionof the set [YI, ... , Yk- 1] of the first k- 1
permutations has been completed. We consider the construction of Pk'
We are given the following conditions:

(1) Pk(l) = 2k-1+1,
(2) )'IPk = Pk)'lqJ,

(2.7)
(k) Yk-lPk = Pk)'k-Iqk-l,

(k+ 1) PkPk = qk,

which are required to hold on Sk where the set of permutations [Yh . . . ,
Yk-l' q],. , ., qk] are known.

The preceding k + 1 conditions are written in the form employed in
the program of Stambaugh; however, a description of his method appears
somewhat clearer if the commutation relations are rewritten in the form

(2.8)

One begins the constructionwith the knowledge of Pk(1), always defined
by (2.71). At the beginning of the ith stage, employing (2.7(i+ 1», Pk
has been definedon the set B; of the first 2i-1 integerswith Pk takingvalues
in Ek. The problem is to extend the domain of definitionof Pk to the set
E, of the next 2i-1 integers with p" taking values in E". The right factor
qi of the product (Yj-1PkY;)Qi maps the set E, onto itself in a 1-1man­
ner. The next right-most factor )'i maps E; onto B, where Pk is already
defined.The mappingPk itselfmapsB, into the set Ek which is carried into
itself by the last mapping Y"il in the product. It follows that the defini­
tion of Pk has now been extended to the set Bi+l' After condition (2.7k)
is employed,Pk isdefined on Bk with Pk taking values in Ek· This implies
that Pkl is defined on Ek and takes its values in Bk. The (k+ l)th
relation of (2.7) can be rewritten in the form

(2.9)
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where the permutation on the right is well-defined on the set Ek and as­
sumes values in Bk• This completesthe definitionof Pk on the Set Sk' The
definitionof Yk follows from equation (2.6). This method of construction
is effective for all groups of order 32 and for those groups of order 64
for which it has been employed.
A modificationof the method is under considerationin which the back

solutions of (2.7) are used to extend the permutations rather than (2.6).
These equations can be rewritten in the form

(1) Pk(l) = 2k-l+ 1,
(2) PIPk = Pkrl,

(2.10)
(k) Pk-lPk = Pkrk_h

(k+ 1) P« = rkPk1,

denotingPi and its extensionsby the same symbol,where the set [Ph' .. ,
Pk-l, r1, ... , rk_ 1]of permutationsis known on the set Sk_l before the kth
stage of construction. One finds from (2.10) permutations representing
the 2k-1_ 1 elements of G following bk in the Cayley table. These appear
in the form

(2.11)

(12 ... (k- 1» PIP2 ... Pk = Pkrlr2 ••• rk_I'

Assume, as an induction hypothesis, that all of the known permutations
agree on Sk-1 with the presentations of their corresponding elements in
the left regular presentationof G. The values of the left membersof (2.11)
are known for the left regular presentation on the number 1, which im­
plies that Pk, the permutation representing bk in the left regular presen­
tation, is known on the set Sk-1' Using equation (2.9), one determines
the values of the left regular presentation of bk on the remainder of the
set Sk of the first 2k integers. Solving for the 2k-1 permutations preced­
ing Pk in the form

PI ... p,= Pkri ... rjPkl (~.12)
permits their evaluation on the Set Ek and, consequently, on the set Sk'
The determination of the left regular presentations of the 2k-1_ 1 ele­
ments following bk on the set Sk can then be completed. This finishes
the kth stage of the construction.Since the induction hypothesis is surely
fulfilledfor k= 1, it follows that this method determines the left regular
presentationof the group G. It appears that this method will generate the
Cayley table in substantiallyless time than the first. It has not yet been
programmed.
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3. The calculation of the irreducible representations of 2-groups. This
section discusses a systematic method of calculation of the irreducible
representationsof 2-groups. Some basic definitions and results are given
to make the material more intelligible to the non-specialist

Let t be an r-dimensionalmatrix representationof the subgroupH of
indexk in the finite group G. Denoteby [glH, ... , gkH] the collectionof
all distinct left cosets of H in G. The functionT which makes correspond
to each x of G the block matrix

T(x) =r:.:...t'(g;lxgk) I '
t'(g,;IXgl) •• ,t'(g;;lxgk}

(3.1)

whereeach t'(gi1xgj) is an rX r matrix,1 ~ i, j ~ I;
with

and
t'(gi-1xgj) = t(gi-1xgj), gi-1xgj E H,

is an (m X rk)-dimensionalrepresentationof G which is said to be induced
by the representationt of H. Only under special circumstancesis T an
irreducible representationof G even though t is an irreduciblerepresen­
tation of H. Given a representationT of G, there exists a representation
t of H whosevalues are given by

t(h) = T(h), h E H. (3.2)

The representationt is said to be subduced by the representationT. As in
the case of induced representations, the subduced representation t of
H need not be irreducible even though the subducing representation T
of Gis.
The followingremarks are valid in the case whereH is a normal sub­

group of G, but not always in the general case. Let t be a representation
of Hand g any elementof G. The mapping Ig definedby

tg(h) = t(g-lhg), hE H, (3.3)

is a representationof H which is said to be a conjugate of t. The represen­
tation tg is said to be obtainedthrough conjugation of t by g. The repre­
sentation t mayor may not be equivalentto its conjugate !g. The set K
of all g suchthat tg is equivalentto t is a groupcalledthe littk group of t.
A representationt which is equivalentto each of its conjugatesis said to
beself-conjugate.
Let t be a representationof H subduced by the irreduciblerepresent­

ation T of G. The representationt is the direct sum
. .

t = nltl+ ••• +nktk (3.4)
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of irreducible representations of H. The set [tit' . . " ti;J of irreducible
representationswhich appear with non-zero coefficients in (3.4) is called the
orlJit of T. The number of elements in an orbit is called its onJer. Accord­
ing to a result of Clifford, the elements of an orbit are mutually conjugate
and every conjugate appears. Furthermore, each conjugate occurs the
same number of times in equation (3.4) which can be written

(3.5)

The number n is referredto as the muUipIkity of the orbit. It is known that
every irreducible representation t of H belongs to the orbit of at least
one irreducible representation T of G.
Two irreducible representationsT and T' of G are said to be associates

if their orbits have an irreducible representation t of H in common, which
implies that their orbits coincide. An irreducible representation T of G
is said to be self-associate if its orbit is disjoint from that of every other
non-equivalent irreducible representation of G. When His a subgroup of
index two in G, the orbit of an irreducible representationT of G is either
a single, self-conjugateirreducible representation t or a pair, t and t', of
mutually conjugate irreducible representations of H. In either case, the
multiplicity of the orbit is always one. In the second case, the represen­
tation R of G induced by t is an irreducible representationof G equivalent
to T. In the first, the representationR inducedby t is equivalentto the direct
sum, T+T, where T' is the only other associate of T.

These results suggest that the irreducible representations of 2-groups
can be computed by induction if a convenient algorithm can be developed
for reducing the induced representations arising from self-conjugate repre­
sentations of a subgroup of index two. The remainder of this section is
devoted to the development of such an algorithm and the description of a
practical scheme of induction. We begin with an observation concerning
the one-dimensional representations of any 2-group given by the Hall­
Senior defining relations.

THEOREM. Let [ht. .•• , b,J be the lIoJl.Senior generators of a 2-group
G of order2n, 1~ n "'"6.Let C be the set [CI,' •• , Cd] of those generators,
defined inductively, whidt either appear as a commutator in the defining
relations oras one fUctor of a commutator given by the defining relations
in whidt the otherfUctors are alreatJ;yin c.Each set K of compkx munbers
[kl' •• "knl which satisfY the defining relations, k, hmJing the value 1 fOr
each element Ci of G determines a one-dimensionol 1f!J11f!SentatWnof G
wmm js speti:Jied by Us vclut:s on the gDmIoTs, 1W1II8y,

TK(bi) = k.; 1 0..; i"", n: (3.6)

Each one-dimensional, irrnducible rnpresentatWn T of G corrnsponds to
e:mctly one suehK. 'Thederivedgroup G' ofG is generated by the elements
of the set c. Hm mo.Und, srJJgroupM qf G js the kernel of a npesenlltion
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TK where each qf the elements of K is either 1 or - 1. The Frattini subgroup
of G is the intersection qf the kernelsof all irreducible representationsobtain­
edfrom such K's.
Proof It is clear that each K, as defined above, defines a one-dimensional

representation of G, and that distinct pairs, K and K', define distinct irre­
ducible representations. Conversely, every one-dimensional representation
T of G determines a unique K. Thus every one-dimensional representation
of a 2-group G can be obtained immediately from its Hall-Senior defining
relations. Each K, containing at least one - 1, whose elements are either
1 or - 1, determines an irreducible representation T one-half of whose
values are 1 and the other one-half are - 1. The kernel of the corresponding
TK is clearly a maximal subgroup M of G. Conversely, each maximal sub­
group A4 generates a one-dimensional representation corresponding to a
K of this type. The Frattini subgroup is the common part of these kernels.
The subgroup (C) generated by C is contained in the derived group G'.
To see that (C)coincides with G', let b, be any generator corning later in the
sequence of generators than the elements of C. We construct a K to show
that no element of G having b, in its standard expansion is an element of G'.
Let kj have the value - 1 and let km have the value 1for m different fromj
except when b; equals hj• In this exceptional case, which can occur for at
most one b; let km have the value i. Let TK be the correspondingone-dimen­
sional representationand note that any element of G whose standard expan­
sion contains b, does not belong to the kernel of TK• It follows that the ele­
ments of C generate G' .
We turn to the calculation of the higher dimensional irreducible repre­

sentations of G. Note that a 2-group of order 16 or less cannot have an
irreducible representation of dimension greater than two and that a 2-group
of order 32 or 64 cannot have an irreducible representation of dimension
greater than four. Let the central series of G determined by the Hall-Senior
defining relations be given by

{I} C HI C ... c H; == G.
Recall that Hr, 1"'" r .,;;n, denotes the subgroup (hI, ... , b.) determined by
the first r generators. The irreducible representations of H, can be deter­
mined by induction from the irreducible representationsof Hr-1 and its sub­
groups. Some, perhaps all, of the two-dimensional representations of H,
can be calculated immediately by induction from the pairs of conjugate
one-dimensional representations of Hr-1· However, the two-dimensional
self-conjugate representations of Hr-I, if any exist, give rise to a more
troublesome problem. Each of these, say ds the orbit of a pair, T and T',
of associated two-dimensional irreducible representations of Hr. The repre­
sentation R induced by tis the direct sum of the associated pair, Tand T.
To avoid the reduction problem, we note that each self-conjugate two­
dimensional irreducible representation t of Hr_I is an induced representa-
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tion from either member of a pair, s and s', of conjugate representations of
some normal subgroup Kof Hr-I· The subgroup Kcan be readily identified
from the representation t since it consists of those elements of H,-1 which
are mapped into diagonal matrices by t.Furthermore, the pair, sand s', of
conjugate representationsof K can be read off from the entries of these dia­
gonal matrices. Observe that each of the associated representations, T and
T', of H, subduce the representation t on Hr_1 and, consequently, give rise
to the same matrices for K as t.Moreover, either of T and T', say T, must
be an induced monomial representation obtained by induction from a one­
dimensional representation of some normal subgroup H, containing K, of
index two in Hr. The set of normal subgroups, containing K, of index two
in H, can be determined immediately from the one-dimensional represen­
tations of Hr. Each of these is of the form (K, g) for an easily determined
element g of Hr. Such a subgroup (K, g) is a suitable H for our purposes
only if the irreducible representations of Kis carried into itself under conju­
gation by g, a property easily checked from the data available.

When a suitable H has been determined, one computes the pair, q and r,
of associated one-dimensional representations of H, each of which sub­
duces the representationson K The representationq of Hinduces one of the
pair, T and T', of associated representations of H, each of which has [t] for
its orbit. The representationr induces the other. This completes the construc­
tion of the irreducible, two-dimensional representations of Hr. When
the order of H; exceeds 16, there may exist four-dimensional irreducible
representations of H,. These arise from conjugate pairs of two-dimensional
or from self-conjugate four-dimensionalirreducible representations of Hr_1.

The construction of the self-associated four-dimensional representations of
H, from the conjugate pairs of two-dimensional representations of Hr-1 is
straightforward. The construction of the associated four-dimensional repre­
sentations, T and T', of H, from a self-conjugate four-dimensional irredu­
cible representation t of Hr-1 is very much as before. Select the subgroup
K of index four in H'-l whose elements correspond to diagonal matrices
under the representation t. A set [S1. S2, S3, S4] of four mutually conjugate
representations of K can be determined from the diagonal matrices which
are images of K under the representation t. The subgroups of index four of
H, which contain K are of the form (K, g) and can be determined from the
available data. Such a subgroup H of H, is suitable for our purposes only if
the representation S1 of K is carried into itself by conjugation under g. This
being the case, Sl is a self-conjugaterepresentationof K considered as a sub­
group of index two in H. Consequently, 81 induces a pair, q and r, of asso­
ciated one-dimensional representations of H. The representation q of H
induces one of the associates with orbit t and the representation r induces
the other.

This concludes the outline of the method of calculation. The next section
is concerned with the programs for the calculation.
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4. Current computer programs. During the study and analysis of finite
groups at Texas A &M University, several computer programs have been
written. These programs are all written in FORTRAN N language and are
operational on the IBM 7094 digital computer. The following paragraphs
are devoted to a discussion of the capabilities of available programs the
extent to which each has been used and the relative merits or demerits of
each.

(1) A program has been written to test whether a Cayley table presenta­
tion is in fact a group by appealing to the group axioms. This program is
completely general and the size of the group that can be tested is limited
only by the machine storage capacity. The highest order group tested on
this program to date is a group of order 64. Should the set being tested fail
to satisfy the requirements of a group, the program indicates which axioms
were violated and which elements of the set failed to comply.
(2) Given the Cayley table of a finite group, a program was written to

determinehow many conjugacyclasses the group has and to provide a listing
of the elements in each class.

(3) A program was written to determine the order of each element of the
group.

(4) A programwas written which first determinesall subgroupsof a given
group when provided with the Cayley table of the group in question. This is
accomplished by using the test program to verify which combinations of
elements are in fact groups. It then determineswhich subgroups are normal.
Finally, using the normal subgroups, the corresponding factor groups are
computed. The total output from this program for a given group includes
all proper subgroups, indicates which subgroups are normal and gives the
Cayley table of the corresponding factor group.
This program has been run for groups only as high as order 16. It is not

efficient in the sense of computer time for groups of higher order.
(5) As noted in § 2, a program was written to construct the corresponding

group Cayley table from the generating permutations for the group. This
program has been used to construct the Cayley tables of all groups of order
2n, n "'" 6, using the permutationsprovidedin the work of Hall and Senior [5].

(6) The procedure discussed in § 2 for computing Cayley tables of
2-groups from the generators and commutator relations was programmed.
This program has been used to generate the Cayley tables for all groups of
order 2n, n "'" 5, and some of the groups of order 26.
(7) In the analysis of a particular group, it is beneficial if the student can

examine different Cayley table presentationsof the same group. Some of the
variations studied were rearrangements of the table according to element
order, conjugacy classes or by positioning a particular normal subgroup of
index four or less in the first part of the table. A program was written to
produce the transformed Cayley table from the original by providing the
computer with the desired isomorphism and the original Cayley table.



ITreducible representations offinite groups 215

(8) An algorithm similar to the one discussed in§ 3 for computing irredu­
cible representations was programmed. This algorithm differed only in that
the programmed version did not permit the calculation of two or four­
dimensional representations which arose from self-conjugate two-dimen­
sional representations of the subgroup of index two. Consequently, this
program cannot be used for those groups of order sixty-four where the
above situation arises. The program does calculate one element from each
class of equivalent irreducible representations for groups of order 2n,
n ~ 5. The program is contingent only upon having a suitable Cayley table
presentation of the group available. This poses no restriction in 2n since any
group may be appropriately transformed using the program in paragraph
(7) above. The logic of the procedure is to use the known irreduciblerepre­
sentations of the group of order 21 to obtain those of the group of order 22,
then use these representations of 22 just determined to obtain those of the
next subgroup and so on to the group of order 2". The output from the
program consists of the matrix representations evaluated at each element
of the group. All groups of order z-, n-e 5, have been subjected to this
program with appropriate results obtained. Approximately 3-} minutes of
computer time were used. The same program has been used to calculate the
irreducible representations of some of the groups of order 64.

In actual practice, many of these programs are used simultaneously with
results from one conveyed to others as necessary. For example, the 3t
minutes of computer time above included generating the Cayley tables from
the generating permutations, verifying that the result was in fact a group
satisfying the generating relations, and determining the conjugacy class
structure and the irreducible representations.
As this study of finite groups, and in particular 2-groups, continues, sev­

eral new problems are being contemplated. Clearly a modification of the
representation program to carry out the complete algorithm of § 3 is imme­
diate. The method of § 2 for generating Cayley tables looks promising in
considering the step towards 2-groups of order 128. Now that irreducible
representations are available for other 2-groups, a study of their subgroup
structure and other properties is simplified. The question of whether the
representation algorithm would apply with reasonable modification to
groups of order pn,pa prime, also merits consideration.

Readers who might be interested in programs or results of the foregoing
are invited to contact the authors at Texas A&M University, College
Station, Texas, or at the University of Arkansas, Fayetteville, Arkansas.
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Some examples of man-machine interaction in
the solution of mathematical problems

N. S. MENDELSOHN

Summary. Three illustrative examples are given of how the enormous speed
and capacity of computing machines can be used to aid the mathematician in the
solution of problems he might not otherwise be willing to undertake. The ways in
which man and machine can interact are many and varied. The examples given
indicate three distinct directions in which such interplay can take place.

Example 1. The Sandler group. The collineationgroup of the free plane
gemated by four Irints was studiedby R G. SaoclIerin [3]. Tbe groophas
its own intrinsic interest but there were two directionsin which it appeared
that interesting informationmight be obtained.Two natural analogies sug­
gested themselves.
In the first case, by analogy with the situation in classical projective

planes, there was the possibility that this group, or at least a very large
subgroup,might yield a new simple group of very large order, and if this
were so one might expect an infinite class of such groups based on the
collineationgroupsof the free planeswhich are finitely generated.
Secondly, an analogy with group theory is possible. In group theory,

every group on k generators is a homomorphic image of the free group
with k generators. It might then be possible to show that the collineation
group of every projective plane generated by k points is a homomor­
phic image of the collineation group of the free plane generated by four
points.
We showhere that the secondpossibilityis closer to the true situation.
Sandler's group has the presentation

G= fA, B, C A2 = B' = C2 = (ABP = ((B2A)2C)3 = CBAB2ACB2 = f).

It can be shown that the element AC has infinite order. To study this
group it is convenientto look at homomorphicimages in which AC is of
finite order. Accordingly, let G; be the group obtained from Sandler's
group by adjoiningthe relation (AC)" = 1.It is not hard to see that A and
B generate the symmetricgroupS4on four symbols,and that in any homo­
morphic image of G the image of the subgroupgeneratedby A andB must
be the full group S4or the identity. Coset enumerationis used for the first
15' 217
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few values of n.Here are some of the results.
G1 = I; G2 = I;
G3 = LF(2, 7), with a faithful representation

A ~ (26) (34),
B ..•.(23) (4567),
c ..•.(12) (45).

It is to be noted that G3 is the collineation group of the Fano projective
plane which contains seven points.

G, = LF(2, 7) with a faithful representation (using subscripted letters)

Al -+ (26) (34),
B, -+ (23) (4567),
C1 -+ (12) (67).

An isomorphism between G4 and G3 is given by the mapping AI-A,
BI--B, C1-B-2CB2.

G5 is a group of order 1080. A faithful representation of degree 45 which
is equivalent to the representation given by the permutation of the sub­
sets of the subgroup generated by A and B under right multiplication is
given by

A -+ (1) (5) (7) (12) (35) (36) (41) (44) (45) (2, 6) (3,4) (8,9) (10, 11)
(13, 14) (15, 24) (16, 23) (17, 18) (19, 34) (20, 21) (22, 25) (26, 30)
(27, 28) (29, 33) (31, 32) (37,43) (38, 39) (40,42),

B ..•. (1) (44) (45) (2, 3) (32, 43) (39, 40) (4, 5, 6, 7) (8, 16, 17, 22)
(9, 29, 14, 15) (10, 13, 28, 21) (11, 34, 23, 24) (12, 38,41,42)
(18, 19, 20, 30) (25, 26, 27, 33) (31, 36, 37, 35),

C -+ (3) (9) (13) (16) (19) (24) (25) (32) (40) (1, 2) (4, 10) (5, 17)
(6, 8) (7, 28) (11, 12) (14, 30) (15, 37) (18, 31)(20, 35)(21,22)(23,38)
(26, 41) (27, 34) (29, 36) (33, 42) (39, 45) (43, 44).

Marshall Hall pointed out to the author that this representation is
imprimitive with 1,44, 45 a set of imprimitivity. By considering the repre­
sentation obtained by permuting the sets of imprimitivity one obtains a
factor group of Go of order 360, and hence G5 has a normal subgroup of
order 3. A faithful representation of this factor group by permutations on
15 symbols is given by

A ..•.(1) (5) (7) (2,6) (3,4) (8, 9) (10, 11) (12, 15) (13, 14),
B ..•. (1) (2, 3) (4, 5, 6, 7) (8, 9, 11, 14) (10, 13, 12, 15),
C _, (3) (9) (13) (1, 2) (4, 10) (5, 11) (6,8) (7, 12) (14, 15).
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This factor group is not A5 since it has S4 as a subgroupwhileA5 contains
no elements of order 4.

G,. The group G6 is of infinite order. In this case we find a homo­
morphism of G6 onto SL(3, Z), where the latter is understood to be the set
of all non-singular matrices of order 3 and determinant 1 and whose entries
are integers.
The following mapping exhibits the homomorphism explicitly :

(
0 0 -1)

A -+ 0 -1 0 "
-1 0 0

( 0 0 -1)
B-+- 1 1 1 ,

o -1 0

(
1 0 0)

C-+ 0-10.
-1 0-1

A direct verification shows that the defining relations are satisfied by these
matrices. On the other hand the three matrices generate SL(3, Z) as is
seen by the naappings

C(AC)3B2AB2C L~ 0

DX 1
\0 0

-G
0 nAXA 1
0

B'AB'AXB'AB'A - G 0 ~)0

B2AB'XAB2AB'A - G 1 ~)1
0

AB'AB'AXB'AB' - 0 0 n0

AB'AB'XAB'AB' - G 0 n1
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where it is known that the six matrices appearing on the right generate
SL(3,Z).
The following geometrical corollary then follows. The group generated

by all relations of a finite Desarguesianplane which is generatedby four
points is a homomorphicimage of the collineationgroup of the free plane
generated by four points.
Example2. Completelatin squares. A complete latin square of order n

is an array in which every row and every column is a permutation of n
symbols and such that every ordered pair of symbols appears as a consecutive
pair exactly once in the rows and once in the columns.For example

ABC D
CAD B

B D A C
DeB A

is a complete latin square of order 4.
In [2] B. Gordon has shown that complete latin squares exist for every

even order and in [1]E. N. Gilbert has given a number of special con­
structionsall for even order. It is known that for n = 3, 5, 7, 9 no complete
latin square exists and it had been conjecturedthat none exists for any odd
order.An exhaustivesearchby machine is quite impracticalfor n "'"11 so
that a specializedsearch based on an incompletemathematicaltheory may
be of use.
Following Gordon we look for a solution in which the square is the

multiplicationtable for a group.The problemis then reducedto the follow­
ing. Let gl, g2, ... , gn be the distinct elements of a group. Is it possible to
arrange them so that the elements gl, g11g2, g2"lgs, . . ., g;;-\gn are all
distinct '?
If the group is of odd order and Abelian it is known to be impossible

for such an arrangement to exist. Hence we look to groups which are
non-abelian.The smallestorder of a non-abeliangroup of odd order is 21.
However, a search through the 21! permutations of the elements of the
group is still impractical. The compromiseused was to start the arrange­
ment of the elements of the group by hand until one gets stuck (usually
after 16 to 18 elements).When this is finished the arrangementwas put
into the machinewith a back-trackingprogramto try to alter and complete
the arrangement. This proved eminently successful. On p. 221 is an example
of one of the latin squares of order 21.

Example3. Commutators.There are a number of combinatorial prob­
lems in which it is important to know whether or not an element of a
commutator subgroup is a commutator. More generally the following
question is of interest. Given an element A of the commutator subgroup,
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An example of a latin square of order 21 without repeated digraphs
(both rows and columns)

ABCDEFGHIJKLMNOPQRSTU
KAPISMTRQFBEJHCODNLUG
OMLKBRFDSQHNECTJPGUAI
PFSAKHJQEINRLOGMCUTBD
EDAJCPSLHB TIGFQNUKMR 0
RCFLGSKTONJADIEUBPHQM
CJEBANMILDRHSPUFOTGKQ
FNGCRIDOALPTHUMSEQKJB
LQBMOCESNKGDUJI RTAFHP

MHTPNQI CKEOURGJLSDBFA
Sl KFPOLERAUQTMDHGBJNC
QGITDKPJMULFCARBNSOEH
TENHMGRKUPDCBLAQJFIOS
NPMETLB UCHFKIQSGA ORDJ
BKOQLJUNDMASFRPCIHEGT
GLRNFUHATCQOKSBIMJDPE
HOJS UEA GPRMB QDLTKCNIF
DTQUI BOFJGEMPKNAHLCSR
JRUOHDQPBs CGNTFELI AMK

IUDGQACMFTSJOBHKREPLN
USHRJTNBGOIPAEKDFMQCL

find the minimum value k such that A is expressible as a product of k com­
mutators.
This problem, in general, is known to be unsolvable. However, for free

groups it is solvable but the solution is by no means trivial. The author
has studied the problem of a machine program for making the compu­
tations. To test the possible efficiency of the program the author carried
out hand calculations which would imitate the machine's behaviour.
Naturally, relations were generated in a random order, but a number of them
proved to be very interesting and one of these led to an interesting theorem.
Here are some of the results turned out at random, all referring to free
groups.

(a) In a free group a word of length six or less which lies in the commu­
tator subgroup is a commutator, e.g.

a-1b-1c-1abc = (ba, be).
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(b) The cube of a commutator can be expressed as a product of two
commutators, e.g.

(a, b)3 = (a-lb-la-lba, a-Ib-2a)(aba-Ib-1a, b).
(c) Each of the products (a, b) (c, a) and (a, b) (b, c) can be expressedas

a single commutator.
(d) c-3(CX)3[3 = (xc2, C-1X-2).

This last relation leads to a very interesting theorem of group theory.
THEOREM. Let G be agroupforwhich every commulalorhos onJer1orB.

'1henG' isperiodic.
Remmk. This theorem was proved by a colleague of mine, N. D. Gupta.

He used a more complicated lemma than that used in the proof below.
Proof. From the identity c-3(CX)3X-3 = (xc2, C1X-2) it follows that

(cx)3 = c*x3 where c and c* are commutators.Hence if CI, C2, C3, ... , Cm

( ) 3 - * * * B' . (are commutators CIC2... cm - Cl C2 . . . Cm-I' Y Iteration CIC2· . .
cm)3m = 1.

Concluding remarks. The above examples indicate that there can be a
fruitful symbiosis between machine and mathematician. The author would
also point out that it is well worth while for him to scan the output of a
computer even though it may appear random and disconnected. There is
the possibility of real discovery.
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Construction and analysis of non-equivalent
finite semigroups

ROBERT J. PLEMMONS

1. Introduction. In searchingfor examples of finite algebraic systems
that satisfy certain identitiesor have specific properties,it is often conve­
nient to have availablea listing of all non-equivalent(i.e., non-isomorphic
or anti-isomorphic) systems of given types and orders, together with
informationconcerningtheir properties.This paper is concemed with the
development of algorithms used to design computer programs for the
purpose of constructingand analyzing certain systems such as groupoids
and semigroups, having small orders. Of course, the basic problem in
such projects is to develop an efficient algorithmto construct one repre­
sentative system from each class of those that are either isomorphicor
anti-isomorphic.
Digital computerswere first applied to the constructionof non-equivalent

finite semigroupsby G. E. Forsythein 1954 [3], when he constructedall
semigroupsof order 4 by use of the computer SWAC, at Los Angeles.
Hand computations[10] had previouslyyielded those of order N ~ 3. In
1955,T. S. Motzkinand 1. L. Selfridgeobtainedall semigroupsof order 5,
also by using SWAC, and about the same time similarresultswere obtained
in Japan by hand computations[11]. It was not until 1966 that the results
for N = 6 were obtainedat Auburn University[8].
In §2 we develop an algorithm to construct all non-equivalent semi­

groups of order N ~ 6, the results for N = 6 being new. The analysisof
these semigroupsis discussed in § 3. In addition, some applicationsto
the developmentof certain theoremsabout finite semigroupsare mentioned,
along with the formulation of an associated conjecture. All notation
and definitionsfollow [1] and [2].
2. The construction algorithm. As we have mentioned,the problemof

constructingall non-equivalentfinite algebraic systems of given type and
order is essentially the problem of efficiently choosing a representative
system from each class of those that are either isomorphicor anti-iso­
morphic.It is trivial to constructan algorithmto do this. One needs only
to compute all possible systems of that type, to determinewhich are iso­
morphic or anti-isomorphic and then to choose one system from each

223
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such class [3]. However, the computation time is then proportional to the
total number of such systems. The algorithm presented in this paper con­
structs only those groupoids that are neither isomorphic nor anti-iso­
morphic; and, after adding a routine to ensure associativity, it makes
feasible the construction of all semigroups of order N ~ 6, on most
modern digital computers.
The algorithm will be given for the most general binary system, the

groupoid, since routines to restrict the binary operations can readily be
added. Let N be a positive integer and let S be the set of all positive integers
less than or equal to N. We choose this as the set of elements for our
groupoidsof orderN, since they are readily used as subscriptsin FORTRAN.
Let RN denote the set of all NXN matrix arrays

A = (aij)

where each au E S. Then each array (aij) represents a groupoid of order N
with binary operation 0 defined by

io j = aij'

Conversely, each groupoid of order N has such a representation.
Let PN denote the permutationgroup on S and let A T denote the transpose

of A ERN' For each IX E PN and each A = (aij) E RNwe define

A", = B = (bij)

where

Then two groupoids of order N, represented by A and B in RN, are iso­
morphic if and only if

AIX = B

for some a E PN, and are anti-isomorphic if and only if

AT8 = B
I

for some ~ E PN.
Now the set RN is ordered by the relation .«, defined by the rule that

if A. BERNthen

if and only if aij = bij for each i, j E S, en else there is a pair m, k E S such
that

and aU = bij for all i, j E S where
j+(i-I)N < k+(m-l)N.

In other words the ordering is row-wise.
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Now for each A ERN we let fA denote the set of all Arx, as a ranges over
PN• Then either fA = IAT or else fA Ii fAT = 0, and moreover L = fAT if
and only if Aex = AT for some a E PN.
In order to construct only those groupoids that are non-equivalent, we

construct only the minimal matrix (with respect to the ordering) in the
set IA U lAT. This can be accomplishedin the followingway, using the fami­
liar backtrack method of exhaustive search. Starting with all ones (the null
groupoid),we initiate a process of backing up and going forward, row-wise,
in defining terms in the table, beginning with the last position, Now when­
ever the process backs up in the table, the previous position is zeroed and
we consider the product there as undefined. In general, suppose the process
is at position (i, j). The term aij is replaced by aij+ 1. Then:

1. If aij > N, we set aij = 0 and back up in the table. If i = j = 1,
the process is complete and we have all the desired systems; if not, the
process goes to position (i, j- 1) if j ::j:: 1 or (i- 1, N) if j = 1.

2. If aU ~ N, we first check to see if the binary operation defined by
the partial table constructed thus far satisfies the necessary restrictions.
If it does not, we once again increment aij by one. If it does, we next
check to see if the partial table would come first in the ordered set fA U lAT.
To do this we consider permutations a EPN and check to see if

and

whenever arz-l(ip.-l(j) and a•.-l(j)rz-l(;) are defined. If either of the inequal­
ities does not hold we once again increment aij by one. Otherwise we
go forward in the table. Now if i = j = N, we have a desired system. If
not we go to position (i, j+ 1) if j ::j:: Nor (i+ 1, 1) if j = N, and continue.

Using this algorithm, we may construct all the non-equivalent groupoids
of order N, each of which is minimal in its class. The method enables us
to exclude consideration of many tables at one time. In fact, if we have a
failure at position (i, j) and if an possibilitiesare exhaustedbelow (i, j) in the
row ordering, we may exclude from consideration a total of N" tables
where

k = N2 - [j+ (i - 1)N].

Also, the process can often be augmented by devices to reduce the work
factor. For example, we usually need to consider only certain permutations
of S in PN, depending on the type system we are constructing and on the
form of the partial table, constructed at that stage in the process. One
method for accomplishing this is the following. Let D = (au) be the dia­
gonal of A = (au) ERN' Consider these diagonals ordered in the usual
sense from the (1,1) to the (N, N) positions, and for each diagonal D and
each a E PN let Dt: denote the diagonal of Arx, where D is the diagonal
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of A. Now supposethat
{Db ... , Dm}

is the set of all distinct diagonalswith the property that D, "" D/x for
eacho: E PN. Let

denote the set of all non-equivalentgroupoidswith diagonalDj• Then
m

ULDI
i=l

is the set of all non-equivalentgroupoidsof order N. Thus to construct
these groupoidswe need only constructeach diagonalDj, lowest in the
ordering, determinethe subgroupof PN leavingDi fixed, and then con­
struct all non-equivalentgroupoidswith diagonal D j by using this sub­
group in the equivalencechecks. This procedure reduces the work factor
considerably. In addition to this, terms can often be defined ahead in
the table to ensure that the binary operation in the partial table has the
desired properties.
This algorithm has been coded into FORTRAN and the program has

been run, in one form or another,on several computers,includingthose at
Auburn University,the Universityof Tennessee and the National Security
Agency. Programs resulting from the algorithmhave been applied to the
constructionof various types of systems, such as groupoids, semigroups
and loops; with the constructionof the Cayley tables for all semigroups
of order N ~ 6 being one of the more noteworthyresults.A monograph
listing these tables, along with other information,can be obtainedfrom the
Department of Mathematicsat Auburn University,Auburn, Alabama [8].
3. Some analysis results. These finite semigroups,constructedby use

of the algorithmdescribedin § 2, have been classifiedaccordingto several
properties, such as being regular, inverse or subdirectlyirreducible.Such
classificationis accomplishedby adding appropriate subroutines to the
construction program. A table giving the number of (regular, inverse)
semigroupsof orderN """6 is given at the end of the paper (p. 228). Also
included is the number of semigroups containing k idempotents for
k= 1, ... , N.
Perhaps the most interestinguse of the algorithmhas been in the con­

structionof specific finite systems of order N that satisfy certain identities
or have certain properties,or else proving that no such systems exist for
that order. For example, one such applicationhas solved the problem of
finding the smallest order semigroupwhose system of identities has no
finite basis [5], [6], [7].

THEOREM. '1hereis asemigroup oforder5whose systemofidentines has
no finite basis, and, moreover,the system of identities fOreoch semigroup
of orderN< 5hosa jirikbasis.
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Other analysis results were obtained by constructing all the congruence
relations on each semigroup of order N .,;; 5 and on selected semigroups
of order 6. The algorithm to construct these relations first determines the
equivalences on the set and then tests for compatibility with the binary
operations of the non-equivalent semigroups of that order. The resulting
examples are useful in the study of semigroup decompositions and in the
study of homomorphisms, since the consideration of homomorphisms can
be limited to the consideration of congruences. These computations have
suggested the next result

THEOREM 'lhe following four conditions concerning a semigroup S of
onJer N >2 am equivalent.

(A) Each reflexive rnlationonS is left compatible.
(8) Each equivalence rnlation on S is a left congruence.
(C) For each.t; y and z in Seither x:Y = .t% or x:Y = Y and.t% = z.
(D) S = A U B, where An B = 0 and where, for some idempotent

fimction f from A to A, the binary operation for S is given ~

{
f(X) if x EA.

xy = y if xE B.

This theorem, together with its dual, shows that each equivalence relation
on a semigroupS is also a congruencerelation if and only if S is a [left,
right] zero sernigroup.

The examination of these examples has also led to the following con­
jecture :

If a finite semigroupof order N > 3 has exactly one proper congruence
relation, then it is a group or a simple group with zero.
In conclusion we mention that the construction of all non-equivalent

semigroups of order 7 would be rather difficult, both from the standpoint
of running time on any particular computer and from the standpoint of
output volume. Although there is no known rule giving the number of
non-equivalent finite sernigroups as a function of the order, a good esti­
mate for the number of order 7 is around 200,000. However, the con­
struction and analysis of special types for N ;;;"7 is sometimes feasible and
could be useful in the formulation and testing of conjectures.
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Some contributions of computation to
semigroups and groupoids'

TAKAYUKI TAMURA

REVIEWING the contribution of computers to the theory of semigroups,
we note that G. E. Forsythe computed all semigroups of order 4 [2] in
1954, and T. S. Motzkin and J. L Se1fiidgeobtaired all ~up; of order
5 [4] in 1955. For the ten years from 1955 through 1965, nobody treated
the computation of all semigroups of order 6. However, R. Plemmons did
all semigroups of order 6 by IBM 7040 in 1965 [5].On the other hand the
author and his students obtained the semigroups of order 3 in 1953 [8],
of order 4 in 1954 [9] and of order 5 in 1955 [1dJ]by hand, independently
of those mentioned above. Beside these, certain special types of sernigruup;
and groupoids of order 3, which are distributive to given semigroups of
order 3, were computed by hand [12], [13], [14]. In 1965 we obtained
the number of non-isomorphic, non-anti-isomorphic groupoids of order
"""4 which have a given permutation group as the automorphism group
(§§ 1.4, 1.5). Although the result was presented at the meeting of the Amer­
ican Mathematical Society at Reno, 1965, it has not been published. After­
wards R. Plemmons checked the total number by computing machine and
wrote to the author that our number was correct; the author wishes to
thank Dr. Plemmons. Recently R. Dickinson analyzed the behavior of
some operations on the binary relations by machine [17].
In this paper we announce the result concerning the automorphism

groups and the total number of groupoids and additionally we introduce
the significance of a new concept "general product", which uses a machine
to get a suggestion for an important problem on the extension of semi­
groups, and further we show the result in a special case which easily com­
puted without using a machine. The detailed proof of some theorems will
be OOlittedbecase of pessore on space in these Proceedings, and tbe c0m­
plete proof will be published elsewhere.

t This research was supported by NSF GP-5988 and GP-7608.
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PART I. GROUPOIDS AND THEIR AUTOMORPHISM
GROUPS

1.1.Introduction.A groupoid G is a set S with a binary operation ()in
which the product z of x and y of S is denotedby

z = xey.
G is often denoted by G = G(S, (). An automorphism o: of G is a per­
mutation of S (i.e. a one-to-one transformation of S onto S) such that

(x8y)tx = (xoc)()(yoc) for all x, yE S.
The group of all automorphismsof G is called the automorphismgroup
of G and denoted by ~(G) or ~(S, (). It is a subgroup of the symmetric
group 6(S) over S. The following problem is raised:
Problem. Let S be a fixed set. Under what condition on S I, for every

subgroup S) of 6(S), does there exist G = G(S, 0) such that ~(G) = S)?
This problem is a step towards the following problem.
Let &) be a subgroup of 6(S). Under what condition on &) does there

exist a groupoid G such that ~(G) = S)?
However, we will consider only the first problem in this paper.
The answer to the problem is:
THEOREM 1.1. Forevery subgroup~ of 6(S) there is at kast agroupoid

GdefinedonSsuchthot~(G) = ~ifandonly if Is 1 "'" 4.
In the next section we will sketch the outline of the proof. From now

on we shall not distinguish in symbols S from G, that is, G shall denote
a set as well as a groupoid defined on it. The groupoidswith operations
O,~,·' . arecb10ted by (G, (), (G,~), ' , , . The automorphismgroup ~(G, ()
will be denotedby ~(G) or 2!(0) if there is no fear of confusion as far as a
set G is fixed.6(G) is tbe syrnm:t:icgroopovera set G.
1.2. Outline of the proof of Theorem 1.1. The following theorem was

given in 1963[16].
THEOREM 1.2 &ery permutation of a set G is an automorphism of a

groupoid G if and only if G js either isotmrphic or anti-isomorphic' onto one of
the fbllowing
(1 .1) A right zero semigroup:xy = y for all X, y.
(1.2) The ithnpotett qwsigrolfJ of order 3.
(1.3) 'Thegroupoid {I, 2) of order2 such thot

x·1 = 2, x- 2 = I (x = 1, 2).
The following theorem partially contains Theorem 1.2.
THEOREM 1.3. Let I G ;;;..5. 'ThefOllowingstatements am equivalent.

t We will use "dually isomorphic"as synonymousto "anti-isomorphic".
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(1.4) A groupoidGis isommphic onto eitheraright zero semigroupora
left zero semigroup.

(1.5) m(G) = CS(G).
(1.6) Every evenpermutationofG is oontainedinm(G).
(1.7) mCG) js tri[J,y tmnsUive (r.e. 3-ply tronsUive (cf. [3])).
(1.8) m(G) is doubly tronsmve and them is ane1ement rp EmcG) such thot

acp= a, bq; = b for some a, bEG, a =1= b, but xsp =1= x for all x =1= a,
x:j::b.

Proof. The proof will be done in the following direction:

(1.4) ..•.(1.5) is given by Theorem 1.2; (1.5) -+ (1.6), (1.5) -+ (1.8) are obvi­
ous ; (1.6) ..•.(1.7) is easily proved by the fact that the alternating group
is triply transitive if IGI ~ 5. We need to prove only (1.7) -+ (1.4) and
(1.8) ..•.(1.4). The detailed proof is in [20].
Remcu*- We do not assume finiteness of G. The definitions of double

and triple transitivity and even permutation are still effective.
Let SJ be a proper subgroup of CS(G), I(G) I ~ 5. If SJ can be an auto­

morphism group of a groupoid (G, 0) for some 0, then Sj is neither triply
transitive, nor the alternating group on a set G.

THEOREM 1.4. Everypermutationgroup onasel G, IGI ,.;;4, is the auto­
mmphismgroup of agroupoid(G, ())for some e.

The proof of Theorem 1.4 is the main purpose of §§ 1.4, 1.5 below.
In order to count the number of groupoids for each permutation group,
we will experimentally verify the existence for each case.

§ 1.3 is the introductionof the basic concept for the preparationof §§ 1.4,
1.5.

1.3. Preparation. Let ® denote the set of all binary operations 0, ;, ' .
definedon a set G. Let a, (3,' , 'be elements of CS(G), i. e. permutations of G.
To each a a unary operation ion @, () ..•.(]ii, corresponds in the following
way:

The groupoids (G, e) and (G, e·) are isomorphic since (xO"y)oc-1 =
(x(X-l)8(ycc1). C jeer Iy a is an automorphism of (G, 6) if and only if
Ofi = O. The product alJ of a and ~ is defined in the usual way:

(Jfi.{i = (Ofi)/i for all OE@.

It is easy to see that
(Jill :;:: O~ for all OE@.

CPA 16
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6fi.= ell if and only if rxP-1EIJ{(0).Let 6 = {~; ~E6(G)}.Then 6 is
isomorphic onto 6(G) under 11. -+ ct. Suppose i = f3. a.f3-1 is in 9t(G, 0)
for all 8E@.On the other hand, there is 8oE@ such that W(G, (0) consists
of the identical mapping e alone (cf. [20]). Hence ~f3-1= e and so 11. = {3.
Define another unary operation 8 -+ 8' on ® as follows:

x8'y = yOx.
Then clearly (0')' = 0 and (G, FJ) is anti-isomorphiconto (G, 8'); 6' ::::8
if and only if (G, 8) is commutative.Also (8')ii ::::(FJ'i)' for all 8 E Q).
We denote (8')fi. by ()i'. Then a is an anti-automorphismof (G, 8)

if and only if ex' = e. We can easily prove
(O"V' = e>:{J
(Oii')l1 ::::0a{J'
(8ii')/l' = eatJ.

As defined in § 1 .1, 9t(8) is the automorphismgroup of (G, e) while W'(8)
denotes the set of all anti-automorphismsof (G, 8).
We define

?S(8)= IJ{(8)u 9t'(8).
Then )8(e) is a subgroup of 6(G, 8) and the index of wee) to B(8) is 2.
Let (JE 6(G). Then

W(81l) = p-1.lJ{(8)·p, IJ{'(81l) = (J-1.IJ{'(8)·p.
Let S) = W(G, 0) and let ~E6(G). Then S) = W(8ii) if and only if IX is

in the normalizer IJ7(S) of S) in 6(G). Therefore ei = ell and 9t«()ii) =
W(ell) = W(O)= S) if and only if IX, f3 E ?R(S) and (J, == f3 (mod S».
Let ~ be a permutation group over a set G and suppose that S) is gen­

erated by a subset ~ = {~A; ;, E X} of S).
Let

GXG = {(x,y); X,YEG}.
A binary operation on G is understood to be a mapping 0 of GXG intoG.
S) is contained in the automorphismgroup W(G) of a groupoid G defined
by (j if and only if, for x, y EG,

[(x, y)8]~ = (xa, yo:)8 for all ~ESd'
We define an equivalence relation lB on GX G as follows:
(x, y) lB (z, u) if and only if z = .m, u = ya for some (/.,E S). Clearly 18

is the transitive closure of a relation ?81, defined by
(x, y) )81 (z, u) if and only if z = .m, u = yo: for some a E sr.

If we let c = (a, b)8 and if (x, y) %(a, b), then (x, y)O is automatically
determined by

(ot; y)e = [(a, b)6]~ for some a ES).
Let {(a" b~); ; E E} be a representativesystem from the equivalenceclasses
modulo lB. We may determine only {(a", b<)8; ; EE}. However, there
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is some restriction for choosing (a", bi;)e:
[(a", b~)e](I.= (a~lX, b<~)().

For (a/;, bl) define an equivalencerelation M on the set union ~u S1'-l
as follows: I;

o: rv ~ if andonly if (ai;oc, b<lX) = (ai;~, bi;~).
o

For (ai;, bi;) we select an element c~ of G such that the following condition
is satisfied:

a ~ f3 implies c"rJ. = c<~.
i;

1.4. Groupoids of order ~ 3. First of all we explain the notation and the
abbreviations appearing below :

S) Automorphism group Sj.
The symmetricgroup of degree i.
The number of conjugates of S),
. ISd
l.e. C == I N u I 'orma izer

n The index of S) to its normalizer,
NormalizerI

ISj In=

up to isO
up to dual
self-dual

Up to isomorphism.
Up to dual-isomorphism (i.e. anti-isomorphism).
Anti-isomorphicto itself.
Commutative.comm

First we have the following table for groupoids of order 2. Since the
case is simple, we omit the explanation.

TABLE 1. Groupoids qf Onlw 2

II I I Self-dual,1Non-self-I Total
, Cornm, non- I dual, It' Total

\

' c n up to iso comm I' up to iso, I uPt °d1SO'1 up to iso
, d I\UP 0 uaup to iso I up to ua

4

4

S2 I 1 I 1 0 0 I 2 I I~-}~- ~1-21==4=--+--0--II 1 1~=5-+I, -6--+--3~

Total I 4 0 I 3 I 7 10

Semi­
groups

up to iso,
up to dual

16"
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FiTl t
For S: 12 21

For{e} I~
1 1 I

11.0
i 2 1 I
L_ _'

In the following table [(I, 2, 3)] is the permutation group generated by
a 3-cycle (1,2,3). [(I, 2)] .IS me generntedby a 2-cycle or substitutioo(1, 2).

TABLE 2. Groupoids of Order 3

I Self-dual Non-self- Semi-Total
S) Comm, non- dual,

up to isO', Total groupsc n up to iso comm, up to iso, up to isO up to iso,
up to iso p to dual up to dU~II up to dual

S. 1 1 1 0 I 2 3 I

[(1,2, 3)] 1 2 4 0 4 8 12 0

[(1, 2)) 3 1 8 0 35 43 78 5
- --

{e} 1 6 116 9 1556 1681 3237 12

Total -r 129 9 1596 1734 3330 18
I

By Theorem 1, if S) = S3, we have two isomorphically, dual-isomorphic­
ally distinct groupoids :

~~~I~~i
123 213

Case .S) = [(1,2, 3)]. Let ~ = (1, 2, 3). %-classes :

t
1 2

11 denotes the multiplication table 111 1 I
i22 2~



Semigroups andgroupoids 235

Since there is no restriction to choosing «1 . 1)0, (1.2)0, (2.1)8}, we have
27 groupoids G such that

[oc] S SU(G).

However, the set of the 27 groupoids contains the 3 groupoids in which
S3 is the automorphism group; the number of isomorphic ally distinct
groupoids G for ~ = roc] is

t(27 - 3) = 12 where n = 2 in Table 2.
If G has dual-automorphisms, p = (1, 2) must be a dual-automorphism.

In this case, since
(3'3)/1 = 3.3, (1'2)/1 = 1'2, (2'1)/1 = 2'1,

we must have (3' 3)0 = (1' 2)0 = (2' 1)8 = 3. Therefore if oS) ~ m(G) and
if (1,2) is a dual-automorphism of G, then G is

1 3 2
3 2 1
2 1 3

while this G is already obtained for S) = S3, and (1, 2) is an automorphism.
In the present case there is no self-dual, non-commutative groupoid. There
are formally 9 commutative groupoids; but excluding one we have non­
isomorphic commutative groupoids :

~(9-1) = 4
and 12-4 = 8

8+2 = 4
non-self-dual G's,
isomorphic ally distinct non-self-dual G's.

Therefore we have 4+4 = 8 non-isomorphic, non-dual-isomorphic G's.
Case oS) = [(1, 2)]. Let cc = (1, 2). There are 5 &classes among which

a class consists of only 3·3.Clearly (3.3) ()= 3. The number of non-iso­
rmpoic G's is

81-3 = 78.
If G is commutative then (1.2)0::= 1.2, hence (1.2)() = 3. The number of
non-isomorphic commutative G's is

9-1 = 8.
The number of non-self-dual G's is 78-8 = 70, and hence the number of
those, up to isomorphism, is

70+2 = 35.
Therefore the number of non-isomorphic, non-dual-isomorphic G's is

35+8 = 43.
We remark that there is no non-commutative self-dual groupoid for S)
because Sa has no subgroup of order 4.
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Case Sj = {e). First, we find the number of self-dual, non-commutative
groupoids G for [e}. Let {3= (1, 2) be a dual-automorphism of G. Then
we can easily see that

(1 .2){3= (1, 2), (2, 1){3= (2 '1), (3· 3){3= (3.3)
(1'1){3 = (2'2), (1'3){3 = (3'2), (3'1){3 = (2'3),

and hence

(1'2)11 = (2,1)8 = (3·3)0 = 3.

The 27 G's contain the 9 G's which appeared in the previous cases. We
have that the number of isomorphically distinct G's is

1-(27-9) = 9

since we recall that the normalizer of [(I, 2)] is itself.
The number y = 116 of all non-isomorphic commutative groupoids

whose automorphism group is {e} is the solution of

6y+4X2+8X3+ 1 = 35,

The number x = 3237 of all non-isomorphic groupoids corresponding
to {e} is the solution of

6x+78X3+12X2+3 = 39.

The number of non-self-dua1 G's, up to isomorphism and dual-isomor­
phism, is

+(3237-(116+9)) = 1556.

The total number of G's up to isomorphism and dual-isomorphism is the
sum

116+9+ 1556= 1681.

For [(1,2, 3)], let oc = (1, 2, 3):

Ix Y z
Zoc xoc yoc

yoc2 zrx2 xoc2
1

where (x, y, z) is

(1, 2, 1), (2, 2, I), (2, 3, 2), (2, 1, 3) commutative,

(1, 1, 2), (2, 1, 1), (2, 1, 2), (2, 3, 1) non-self-dual.
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For [(1, 2)], let (3= (1, 2):

commutative

x 3 z
3 x{3 z{3
z z(3 3

where (x, z) is

(1, 1), (1, 3), (2, 1), (2, 2),

(2, 3), (3, 1), (3, 2), (3, 3).

Non-self-dua1 :

x y z
y(3 xfJ zp
u up 3

where (x, y, z, u) is

(1,1,1,1),(1,1,3,1),(1,3,2,3),(2,1,2,2),(2,3,1,2),(3,1,1,3),(3,1,3,2),

(1,1,1,2),(1,1,3,2),(2,1,1,1),(2,1,2,3),(2,3,1,3),(3,1,2,1),(3,1,3,3),

(1,1,2,1),(1,1,3,3),(2,1,1,2),(2,1,3,1),(2,3,2,3),(3,1,2,2),(3,3,1,2),

(1,1,2,2),(1,3,1,2),(2,1,1,3),(2,1,3,2),(3,1,1,1),(3,1,2,3),(3,3,1,3),

(1,1,2,3),(1,3,1,3),(2,1,2,1),(2,1,3,3),(3,1,1,2),(3,1,3,1),(3,3,2,3).

For Ie}:

[2y
z{3
3

where (x, y, z) is

(1, ~ 2), (2, ~ 2), (3, ~ 2),

(1, ~ 3~ (2, ~ 3~ (3, ~ 3~

(1,2, 3~ (2,2, 3~ (3,2, 3).



238 Takayuki Tamura

1.5. Groupoids of order 4.

TABLE 3. Subgroups of 84

~
[(1,2,3)J :(1,2)] [(12)(3,41:

(;~""""'"
/ ~ \
;

,(I 2), 1:,3,'J [(1,2,3!, (1,2,4)) '1'13" 112341'~ ',i,I",,"~"~~v
This diagram shows that A is lower than B and is connected with B by

a segment if and only if some conjugate of A contains some conjugate of B.
If .p = S4, G is isomorphic to either a right zero or a left zero semigroup,

by Theorem 1.1.

(1) .p = [(1,2,3), (1,2,4)] (alternating group).
Let a = (1, 2, 3), ~ = (1, 2, 4). We have the !&classes :

(3 ,3){J = 3 .3 implies 3· 3 = 3, hence G has to be idempotent. G is a right
zero semigroup if 4·2 = 2; a left zero semigroup if 4· 2 = 4. Let Gi be a



groupoid determined by 4·2 = i (i = 1, 2). G1 is isomorphic to G2 under a
transposition (1, 2) and also G1 is anti-isomorphic to G2•

G1 1 2 3 4 G2 1 2 3 4

Semigroups and groupoids

111342
214213
3124 31
413124

1
2
3
4

1 4 2 3
3241
4 1 3 2
2 3 1 4
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G1is characterized by the groupoid, which is neither a left nor a right zero
semigroup, such that any permutation is either an automorphism or an
anti-automorphism.

(2) oS)= [(1, 3), (1, 2, 3,4)].
The normalizer of oS)is oS)itself, 1&)1 = 8, n = 1, c = 24/8 = 3.
Let a = (1, 3), P = (1, 2, 3,4). We have the 'B-classes :

2·4

y~I'~a/.1
4·2

The calculation 22X 4 = 16, 16 -2 = 14 gives the number of non-iso­
morphic G's. Suppose the groupoids have a dual automorphism. Since no
subgroup is of order 16, every element of S) is a dual automorphism. For a
dual automorphism a, (I' 3)C( = 1·3, hence 1·3 = 2 or 4. For an auto­
morphism p, (1'3)P = 2·4 = 2 or 4 because (2'4}x = 2'4. However, this
is a contradiction to 2P = 3,4P = 1. Hence there are no self-dual G's. The
number of non-isomorphic, non-anti-isomorphic G's is 14+2 = 7.

(3) oS)= [(1, 2), (1, 3)].
loP I = 6, n = 1, c = 24/6 = 4. We have the B-classes:

2·2

Y
U

~3'3

1'1, 1-4, '-l! = I or ••

4·2

Y
4'1

~4'3

4·4 = 4



240

The calculation 4X23 = 32, 32 -2 = 30 gives the number of non-iso­
morphic G's. If a dual automorphismexists, then it is in S). Accordingly
if G is self-dual, it must be commutative.
We find the commutativeG's:

(1 .2)0: = 2· J = 1·2, 1·2 = 3 or 4.
We have 8 non-isomorphiccommutativeG's, and the calculation30- 8 =
22, 22+2 = 11 gives the number of non-self-dual G's, and we have a
total of 8 + 11 = 19 non-isomorphicand non-anti-isomorphicG's.

(4) Sj = [(1,2)(3,4), (1, 3)(2,4)].
ISj = 4, Sj is normal, n = 24/4 = 6, c = 1,
The number of groupoids G with Sj c ~(G) which appeared in the pre­

vious cases is
14X3+2+2 = 46.

Let 0: = (1, 2)(3,4), ~ = (1, 3)(2,4). We have the 'B-classes:

3·2

The calculation 44-46 = 2lO, 210+6 = 35 gives the number of non­
isomorphic G's. There is no commutative G in the 35 G's, because

(1. 2)/X = 1.2
and we have no value 1·2.
Suppose y = (1, 3) is a dual automorphism.We then have the 'B-classes:

22

7~
", 4-4
"r\/a

3.3

2.4

;/>(
',3 4.2

~/a
3,'

The class of 22X4 = 16 groupoidscontains 2 of those correspondingto
[(1, 2, 3), (1,2,4)], and so we calculate 16-2 = 14, 14+2 = 7, for the
number of self-dual,non-commutativeG's. Since the normalizerof [(1,3),
(1,2,3, 4)] is itself, 8+4 = 2, and we calculate 35-7 = 28, 28+2 = 14
non-self-dualG's, giving 14+7 = 21 for the total up to isomorphismand
dual-isomorphism.
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(5) &j = [(1,2,3,4)].
j&jl = 4. The normalizer of &j is [(1,3), (1, 2, 3, 4)] of order 8, n= 8/4 = 2,

c = 24/8 = 3.
The number of the groupoids corresponding to the groups which contain

&j is
14+2 = 16.

Let ex= (1,2,3,4). We have the 'B-classes:

2·2

4.4

/
/

4'2

We calculate 44- 16 = 240, 240 + 2 = 120 for the number of non-iso­
morphic G's. We have [(1,2,3,4)] c [(1, 3), (1, 2, 3, 4)]. Suppose y = (1, 3)is a
dual-automorphism. Then (I-Z)« = (1'2)y, but there is no value 1·2 which
satisfies this. Suppose some G is commutative. Then (1·3)ex2= 3·1 = 1'3,
but there is no 1·3 fixed by ex2•Consequently there is no self-dual G in this
case, and we have only the

120 a 2 = 60 non-self-dualG's.

(6) S) = [(1, 2), (3, 4)].
IS) 1= 4. Its normalizer is [(1,2), (1,3,2,4)] of order 8, n = 8/4 = 2,

c = 24/8 = 3.
The number of the groupoids corresponding to the groups ::J &j is

14+2 = 16.

Let a= (1,2), P = (3,4). We have the %-classes:

We calculate 24X 42 = 256,256-16 = 240, 240+2 = 120for the number
of non-isomorphic G's. We can prove that there is no self-dual G, so we
have

120 + 2 = 60 non-self-dual G's.
(7) S) = [(1, 2,3)].
&j = 3. The normalizer is [(1, 2), (1, 3)] of order 6, n = 6/3 = 2,

c = 24/6 = 4.
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The number of groupoids correspondingto the groups bigger than SJ is
30+2+2 = 34.

Let o: = (1, 2, 3).

3-3-+-----2 -2
Q

~.2 2-: , 4 4-1
f I \ i \ ,.

\0oj \a OJ \~ j \a ajj / 4-4 =.:
\

"-
\ .•.

3-1--·------ 2-3 :-3~3-2 3-4~-2-4 4-3---- 4-2
Q a a a

4·4 = 4

We calculate 45 = 1024, 1024- 34 = 990, 990+2 = 495 for the number
of non-isomorphic G's.
The number of the groupoidswhich have fJ = (1,2) as a dual automor­

phism is
23X4 = 32

since 1·1= 1 or4, 2·3 = 1or4, 3·2 = 1 or4.
Among the 1024groupoids,there are 64 commutativeones. Eight of the

64 correspond to [(1,2), (1, 3)], and so 32 - 8 = 24 is the number of non­
commutativeG's which have (1,2) as a dual-automorphism.Two of these
24 G's correspond to [(1,2,3), (1,2, 4)], leaving

24-2 = 22.

The number of commutativeG's is (64- 8) + 2 = 28 (up to isomorphism).
The number of non-commutativeself-dualG's is

22 + 2 = 11 (up to isomorphism).
To count the total number up to isomorphism and dual-isomorphism,we
calculate
495- (28 + 11) = 456, 456 +2:::: 228,228 +39 = 267 for this number.

(8) .\j = [(1, 2)(3,4)].
Sj = 2, the normalizeris [(1,2), (I, 3, 2, 4)]of order 8, n z: 8/2 4,

c = 24/8 = 3.
The number of G's with mCG):JSj is

240+240+210+42+2+2 = 736.
Under o: = (1, 2)(3,4), we have the %-classes:

The calculation48_ 736 = 64,800, 64,800+ 4 = 16,200 gives the number
of non-isomorphic G's.
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Considering the self-dual G's, we have
[(1, 2)(3, 4)] c [(1, 2), (3, 4)],

[(1,2)(3,4)] c [(1, 3, 2, 4)],
[(1, 2)(3, 4)] c [(1, 2)(3, 4), (1, 3)(2, 4)].

If ~ = (1, 2) is a dual-automorphism, we have the &classes:

. . ____g_--- 2 '2
G

3;
!3/' ',Q
/ "-, 3 a •

/ra, / fJ
24 '

1·2, 33 ~ 30r4

Here we have 24X42 = 256 non-isomorphic G's.
If y = (1,3)(2,4), is a dual-automorphism, (1·3)y = 1·3, but no element

is fixed by y. This case is impossible, therefore we see that there is no com­
mutative G.

If b = (1, 3, 2, 4) is a dual-automorphism, under 8, we have the B-classes:

3.3

;/ ~~
1-"i 2·2 I

~/a
4.4

3 2

y~
3·1 4·2

\~ /{
4-1/

We have 44 = 256 non-isomorphic G's in this case. The two cases contain 16
groupoids in common among which 14 correspond to [( 1,2)(3,4), (1, 3)(2,4)]
and 2 to [(1, 2, 3), (1, 2, 4)], and we calculate 256- 16 = 240,240 X 2 = 480,
480+4 = 120 self-dual non-commutative G's, and further calculation
gives 16,200-120 = 16,080, 16,080 + 2 = 8040, 8040+ 120 = 8160 for
the number up to isomorphism and dual-isomorphism.

(9) SJ = [(1, 2)].
1,~ 1= 2, the normalizer is [(1,2), (3,4)] of order 4, n= 4/2 = 2,

c = 24/4 = 6.
The number of G's with ,!(G):JSj is

60+240+14+2 = 316.

Under a = (1, 2) we have the %-classes:

3·3, 4-4, 3-4, 4·3

3cr 4
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We calculate-t" X 24 = 65,536,65,536- 316 = 65,220, 65,220+2 = 32,610,
for the number of non-isomorphicG's.

[(1, 2)]c [(1, 2), (3,4)].
Suppose ~ = (3, 4) is a dual-automorphism.Then

(3'4)(X= (3'4);9 = 3.4.
This is impossible since no element is fixed by both a and ;9.Thereforethere
is no self-dual non-commutativeG. To find all commutativeG's, we have
the B-c1asses:

1.2, 3.3, 3-4. 44 = 3 or 4,

and we find 43x24 = 1024 non-isomorphicG's.
The 32 commutativegroupoids correspond to [(I, 2), (1,3)]. Of these, 16

are contained in the 1024 groupoids, and we calculate :
1024- 16 = 1008,
1008 s 2 = 504 (commutative, up to isomorphism),

32,610-504 = 32,106,
32,106..;- 2 = 16,053 (non-commutative,up to isomorphism),
504+ 16,053 16,557 (total, up to isomorphism and dual iso-

morphism).
(10) Sj = {e}.
n = 24, C = 1.
We consider G's. with dual-automorphisms.We may assume that (1, 2)

is the only dual-automorphism.
The %-c1assesare:

1'1--2·2
1·3-3·2
3'1--2·3

1'4--4'2
4'1-2'43-4 4'3

We find 46 x 24 = 65,536 non-isomorphicself-dualG's.
Among them there are 43X24 = 1024 commutative G's, leaving

65,536- 1024 = 64,512 non-commutativeself-dual G's.
The number of self-dual, non-commutative G's with dual-automorphism

(1, 2) already counted is :
for [(1,2, 3), (1, 2, 4)]
for [(1, 2)(3,4), (1,3)(2,4)]
[or[(1,2, 3)]
for [(1, 2)(3,4)]

1X2 = 2
7X2 = 1 4
11 x4 = 44

120X2 = 240
totalling 300
leaving 64,512-300 = 64,212.

The self-dual non-commutativeG's number 64,212+ 4 = 16,053.
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Next we count the number of commutativeG's, comprising the already
counted commutative G's:

totalling

8% 4 = 32
28X 8 = 224
504X 12 = 6048

ill14.

Solving24x+ 6304 = 410 = 1,048,576, we obtain
X = 43,428.

To count the total number y of non-isomorphicG's, we may subtract the
following sum from 416:

2X 1+ 1X2+ 14X3+30X4+35X6+ 120X6

+ l20X 6+495X 8+ l6,200X 12+ 32,6l0X 12;

then we have y = 178,932,325.
To count the number z of non-self-dualG's, we have:

2z+43,428+ 16,053 = 178,932,325,

z = 89,436,422.

The number w of non-isomorphic,non-anti-isomorphicG's is

w = 43,428+ 16,053+89,436,422 = 89,495,903.

Table 4 shows the summary.
Addendum We would like to mention the following propositions.
THEOREM l.5.Let G be a finite set. For every permutation group S)on G

(Le. S) ~ ~(G», thereisatleastagroupoidGwithS)~IJJ.(G).
Let N(f;)) denote the number of all groupoids G with S) ~ 21:(G) and

M(S) the number of all groupoidsG with S) = m(G). N(f) and M(S) are
the numbers which count seemingly distinct G(containing isomorphic or
anti-isomorphic G's).
The following theorem is obvious.
THEOREM 1.6.Let S) be aproper subgroup of ®(G). 'lhere exists agroupoid

G with S) = m(G) if and only if
N(S) >- L Mm)·

.\\cSf

Problem. Let IG[ = 5. Under what condition on the properties (for
example transitivity)on S), do there exist groupoidsG, [GI = 5, such that
S) = m(G)?



TABLE 4. Groupoids of Order 4 and their Automorphism Groups
---~-.-.-..

Comm, Self-dual, Non-self-dual, Total Total Semigroups
S) c n up to iso non-comm, up to iso up to iso, up to iso up to iso,

up to iso up to dual iso up to dual iso
--•.. 1 1 o 0 1 2 I 1->••

[(1,2, 3), (1,2,4)] 1 2 0 1 0 1 1 ! 0

[(1,3), (1,2,3,4)] 3 1 0 I 0 7 ! 7 f 14 ! 0

J I[0, 2), (I, 3)] 4 1 8 0 11 19 30 5
--

[(1,2)(3,4), (1,3)(2,4)] 1 6 0 7 14 T 21 35 1
-- I

[(1,2, 3,4)] 120o o 60 60

I ![(1,2), (3,4)J I 3 2 0 I 0 60 I 60 120 2

[{I, Z, 3)J I 4[ 21 28 I 11 1 228 I 267 495 0
I'

{(I, Z) (3, 4)1 I 3f~ 0 f 12U ! 8040 ! 8160 16,200 'I 4

IlI,2)J f 6 l 21 504 I 0 16,053 1 16,557 32,610 40

[eJ 1 24 4J,42!! 16,053 89,436,422 89,495,903 178,932,325 73-,,.,.,.

Total 43,968 16,192 89,460,896 89,512,864 178,981,952 126

o

I
i:

f
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PART II. SYSTEM OF OPERATIONS AND
EXTENSION THEORY

2.1. Introduction. Let T be a right zero semigroup, i.e. rxp = p for all
a, PET, and {D,,; a E T} be a system of semigroups with same cardinality
ID"I = m. The pro blem at the present time is to construct a semigroup D
such that D is a set union of D" aE T,and

D"D{J ~ D{J for all a, PET.
D does not necessarily exist for an arbitrary system of semigroups. For
example, let

a b
D,: right zero semigroup of order 2. a ~

blab
c d

D2: a group of order 2. c !cd
d I de

Here Dl nD2 = 0. Then there is no semigroup D satisfying
D = o,UD2, D1Dz ~ D2, D2Dl ~ D1•

So our question is this:
Under what condition on {D,; IX E T} does there exist such a semi­

group D?
How can we determine all Dfor given Tand {D,;aE T}?
The problem in some special cases was studied by R. Yoshida [18], [19]

in which he did rot assume the sare cardinalityof D,. In this paper we lode
at the problem from the more general point of view; we will introduce the
concept of a general product of a set by a semigroup using the system of
groupoids. Finally we will show the computing results on a certain special
case. The detailed proof will be published elsewhere.

2.2. The system of operations.+ Let Ebe a set and )BE be the set of all
binary operations (not necessarily associative) defined on E Let x, y E .F;
e E )BE and let x8y denote the product of x and y by O. A groupoid with fJ
defined on Eis denoted by E(fJ). The equality of elements of )BE is defined
in the natural sense:

fJ = 'Y) if and only if xfJy = xrJY for all x, y EE.

Let a E E be fixed Foc a we defire two binary operaions a * ani * a as fol­
kws :

x(fJ a* 71)y = (xfJa)71Y,

x((j * a 71)Y = x8(a'YJY).
(2.1)
(2.2)

t The system of semigroup operation was studied in [7].
CPA 17
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Immediately we have:

PROPOSITION 2.1. 55E js a st!I11iI1vlfJ wUh msped to a * and * a for aD.a E E.
The semigroups5BE with a * and * aare denotedby 55E (a*) and 55E (* a)

respectively.
E(O) is associative if and only if 0 a * ()= ()* a e for all a EE
Let cpbe a permutation of E For 0 E 55E, Orp is defined by

x(Ocp)y = [(Xcp-l)O(yrp-l)]<p. (2.3)
Thus tp induces a permutation of ){lE' For () E 55E another operation ()' is
defined by

xO'y = yOx.
(0 a * 'fJ)rp = (Orp) alP * (W),
(8 *a 'fJ)rp = (Orp) *a<p (W),
(0 a * rj)' = rJ' *a a',
(8 *a '1])' = 'Y)' a* 0'.

PROPOSITION 2.2. 55ECa*) is isomo1]Jhi£with 55E(b*)and is anti-iso-
1IK1IpIBewUh 55E( *b) for aUa, bEE
2.3. General product. Let S be a set and T be a semigroup. Suppose

that a mapping e of 7XTinto ){ls, (a, fJ)g = a~.p, satisfies
8~,~a* arJ.{3,y = O(%,{J'I *a 6{J,'/ for all a,p,yETandallaES (2.4)

LEMMA.

Consider the product set
SXT= {(x,o:);xES,o:ET}

in which (x, a)= (y, fJ) if and only if x = y, a= p.
Given S, T,g, a binary operation is defined on SX Tas follows

(x, 0:) (y, ~) = (x()"" ~y,o:~). (2.5)
PROPOSITION 2.3. SXTis asemigroup with respectto theopemtion(2.5),

and U js hormrmrphic onto T under the projection (l; a) -0:.
DefiniEon. The semigroup, SXTwith (2.5), is called a generolproductof

a set S by a semigroup T with respectto e, and is denotedby

SXeT.
If it is not necessaryto specifye it is denotedby

SR,.T.
PROPOSITION 2.4. Suppose thot Tis isomo1]Jhi£with T' lO'Ideramapping

'Pand ISI = [S"]; let cp be a lNJection80S Then
SXeT ~ S'Xe,T'

where e = {O",,{J; (o:,P)ETXT}, g' = {O;tp,{3Y'; (O:1jJ,{Jtp)ET'xT'}

and xa~",.ptpy = [(Xrp-l)8rJ.,p(yp-l)]cp, x, YES'.
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In this case we say that e in S is equivalent to (9' in S'.
We understand that S»; gT is determined by T, [Sf and the equivalence

of e in the above sense.
Definition. If a semigroup D is isomorphic onto some SX sT, then D is

called generalproduct decomposabk (gp-decomposable).If ISI > 1 and
[Tj > 1, then D is called J'Vperly /Ptimmposable.

Definition. Let g be a homomorphism of a semigroup D onto a semi­
group T: D = UD"" Dag = a If ID",[= IDill for all a, f3 ET, then g is called

",ET
a homogeneoushomomoqihism (h,.homomoqihism)of D, or D is said to be
h,.homomo1]Jhi£onto T. If jD",I:> 1 and ITI:> 1, then g is called a proper
h-homomorphism:

THEOREM 2.1.A semigroupD is /pdecomposabk if and only if D has an
h-homomorphism:
Inotherwonls, D~S»; gT, ISI> 1, ITI:> 1,for some e ifandonly ifD is

properly h-homomorphic onto T.
Proof. Suppose that Dis h-homomorphic onto Tunder g.

D = U Da., D•.g = a
aET

Let S be a set with ISI= ID",Ifor all aE T,and let f", be a bijection of D", to
S. Fixing{ I", ; a E 'lJ, for each (a, f3) E 'IX T we definea binaryoperationea, s
on S as follows. Let x, yES:

xf)"" pY = [(Xf;l)(xfjl)]f",p.

Let a be any elementof D, hencea ED" for some a E T. We definea mapping
'P of D onto SX T as follows :

\D

a ...•. (af"" oc).

Then tp is an isomorphism of D onto SX gT. The proof of the converse is
easy.
Even if D, S, 7bm given, e depends on the choice of {h; a E T}.How­

ever, e is unique in some sense. To explain this situation we shall define a
terminology.

Definition. "Letgand g' be homomorphisms of semigroups A and B onto a
semigroup C respectively. An isomorphism hof A into (onto) Bis called a
rnstriclld isomorplBsmof A into (onto) B with respect to g and g' or we say
A is 1f!IJJridBJly isomorpNc into (onto) B with respect to g and g' if there is
an automorphism k of C such that h· g' = g' k:
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IJt:jinition.Let G(O) and G'(8')be groupoids with binary operations 8, 0'
respectively. If there are three bijections II, q,r of G(8) to G'(8') such that

(x8y)r = (xh)8'(yq) for all x, y E G (8),

then we say that G(8)is isotopkto G'(8').If it is necessary to specify II,q,
r, we say G(8) is (II,q,r)-isotopic to G'(8').We denote it by

G(8) ~ G'(8') or G(8) ~ G'(8').
(h,q, r)

'l"IIJiDREM2.2. Let SandT bea jhRl set and asemigroup rnspectively.Let
(IX, py9 = 8«, fJ, (e, {J)e' = ()~,p, a, PET. SXeT is rnstridedly isomo1]Jhi£onto
SXfi)' T wUh rnspedto tm ptqjections of SX aT and SXe,Tto T if am only if
there js an oWJ11KJrphism a -oc' of T am a system {fIX; a E T} of permutations
of S such that agroupoid S(O(t,p)is U:', /p, hp)-isotopic to S«(}~',p')fOr all
IX, {J E T.

Let e and a be relations on a semigroup D. As usual the product e .a
of e and « is defined by

o-o = {(x, y); (x, z) E I}, (z, y) E (j for some zED).

Let (0 = DxD" = {(x, x); x ED}.
THEOREM 2.3.A semigroupD is /pdecomposable if and only if there is a

ro~ e on D am an equivalenre(J on D sum that
(l.(j = (0,

en (J = t,

jn wmm (26) mn be 1PpiaHl by

(2.6)
(2.7)

(j·(l=W. (2.6')

'ThenD~ (Dla)x(Dle) whereDie is thefactorsemigroupofD modulo eand
Dla is the factor set ofD modulo a.
We know many examples of general products: Direct product, semi­

direct product [3], [6], group extension [3], Rees' regular representation of
completely simple semigroups [1], the representation of commutative
archimedean cancellative semigroups without idempotent [11], Q-semi­
groups [15], and so on.
2.4. Left general product. As a special case of a general product, we

make the
DefiniEon.A general product S XeT is called a left generalproduct of

S by T if and only if

(a, {J)e = («, y)e for all a, fl, yET. (2.8)

SXAT is called a rightgeneralproduct of S by Tif and only if

(a, p)e = (y, p)e for all a, p, yET. (2.8')
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In case (2.8), 0"" ~ depends on only a, so ea, fI is denoted by 8a •• Then (2.4) is
rewritten :

()a. a* (J",/!,= e",. *a 8f!. for all a, f3 ET, all aE S (2.9)

In case (2.8 '), ea, p is independent of IX, and e•. fJ is denoted by (J'{J and (2.4)
is

().a. a * B.{J = e'oc{J* a (J'{J for all a, f3 ET, all aE S (2.9')

A left congruence is a left compatible equivalence, namely an equivalence
a satisfying

x a y => zx a zy for all z.

THEOREM 2.4. Let D be a semigroup. D is isomo1phi£ onto a left generol
produd of a set S by a semigroupT if and only if thete js a ro~ e on D
and a left C011fJI'UI!Im (J on D sum that

DI(j == T, Diu = S!
and

o-o = ill (equivaJently (J'e = ill),

(j n (J = t.

EXAMPLE. Let Tbe a semigroup, F a set, and let x denote a mapping of
Finto T:

}.x = IX.! where A E F, (Xl E T.

The set of all mappingsx of F into T is denotedby S. For {J E T andxES \\e
define an element fJ· x as follows:

1c.\C = IX;. => ).(f3·x) = f31X;.
Then

(f3y)' x = f3. (y' x).

A binary operation is defined on G = SX T as follows:
(x, IX)(Y, (3) = ((X.y, (XP)· (2.10)

Then G is a semigroupwith respect to (2.10) and it is a left general product
of S by T. Further the semigroupG with (2.10) is completelydeterminedby
a semigroup T and a cardinal number m = iFi, and G is denoted by

G = I~IIJm(T).

We can describe the structure of )5E(a*) in terms of the semigroup of this
kind.

THEOREM 2.5.Letm=!E!-1 andSe be the full tronsfOrmationsemigroup
overE(cf [1]). )5ECa*) js jso11K11phicolto ®~mcrE)'
2.S. Sub-generalproduct. In § 2.3 we found that the two concepts,h-homo­

morphism and general product, are equivalent. What relationship does there
exist between general products and homomorphisms?
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Let U be a subset of S XT,and define

P'h(U) = {a E T; (x, a) E U}.
IJt:jiniEon. If U is a subsemigroup of SXeT and if Prjp( U)= T, then U is

called a sub-generolproductof SXeT.
In the following theorem, the latter statement makes the theorem have

sense.
THEOREM 2.& If a semigroup D js hotmrmrphic onto a semigvup T under

a mopping g, thenD is rnstridedly isomorphic into SxeT withrnspect to g
and the projection ofSxeT to TfOrsome S.F'luthermore there exists an So
amongtheaboveSsuchthot So js eitlr!r tm ninmum of SI or possibly the
mimmm plus om. '

Proof. Let D =U D" D~g = a, Clearly D<:J.!~ ID for all a E T. The set
a.€T

{JDa.J; aE T}has a least upper bound. (For this the well-ordered principle is
used.) Let

m=l+l.u.b.{IDal; aET}
and take a system of sets S<:J.of symbols such that

! S<:J.I = m for all a E T

and a set So with ISo = m; Further we assume that D<:J.~ S~ and S" contains
a special symbol 0"

O<:J.$D<:J.'
and So contains a special symbol O. Now let I, be a bijection of S to Sa. such
that

Of, = 0,.
We define a binary operation on G = SX Tas follows:

(x, a)(y, (J) = {«Xfa.·Yfp)f;;l, rx{J) xhED<:J.' yfpEDp
(0, 0:{J) otherwise.

Then we can prove that G =ss:eT where

x()'" pY = {~(Xfa.)(Yfp»f;;p\
otherwise.

Let D'= {(x, 0); xf; ED"" a ET}. Then Prh_.(D')= Tand D'~ Dunder
(x, a) ...•.xl" 0: E T.
2.6. Construction of some general products. As a simplest interesting

example of general product, we will construct all general left products of
a set S by a right zero semigroup T.

0: {J
Let T = {rx, P}, ar{J

{J {J
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The equations (2.9) are
Ooc. a* Op. = Ort. *a O~.
O~. a* 8(1.' = Op. *a e(1.' (2.11)
O~. a* 0(1.' = e(1.' *a e(1.'

O~. a* Op. = e{3. *a e{l.

e•. and O{J.are semigroup operations. In order to construct all left general
products G = SX eT we may find all ordered pairs of semigroup operations
on S:

which corresponds to
G = GrxC8a..) U G{J«()p.), G'J, I = Io, ,.

For fixed Tand S, G is denoted by G(0rt., 8fJ.). Clearly
G(erx., OfJ.) ~ G(OfJ" ()rx.).

Instead of ordered pairs it is sufficient to find pairs ({)".,()p.) regardless of
order.
Let 68 denote the set of all semigroup operations defined on S. (68con­

tains isomorphic ones.) We define a relation rv on 68 as follows:
e rv 'Y}ifand only if ()a*'Y}=fJ*a'Y) and 'Y}a*fJ='Y} *afJ for all a c S.

The relation tv is reflexive symmetric.
Let cp!, 1J!! be transformations of S defined by

zcp! = ztix, Z1J!! = xez
respectively. Then

e (J* rJ = e*a 'YJ for all a E S, if and only if
1J!~Cp;= Cpj1J!! for all x, yES.

As special cases we will determine the relation '" on 6s in the case
I S I.,;;; 3.
I. Left generoJproduct of & [S[= 2, by right zero semigroup T.

a b
Let S = fa,b). ~II, x, y, z, u= a or b, is the table a IxY

IZU blz:U--- I

Explanation of the notations which will be used later: For example

4 denotes the semigroup I~~ I, i.e. 40 = 4.

I b a I hi h i th . hi . f 4 d 141 denotes b I W C IS e isomorp c Image 0 un era I
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TABLE 5. Semigroups of Order 2

o (:t) 1(~:)

1
~

0b

2 •• [illb
3 [;] lmb
4

~ ~a

11 is exactly the same as 1, i.e. 10= 11.

l' denotes I :: I, omitted from Table 5.

Table 6 shows all T) such that eo '" 1'}. We may pick eo from all non-iso­
morphic semigroups, but must select 'r/ from all semigroups. Generally the
following holds

() N T) implies 8q; rv fJrp for all permutations tp of S (see § 2.2), (2.12)
eN 'r/ implies 'r/' rv (j'. (2.13)

TABLE 6

r l'
2 2, 3
3 2, 3
4 4, 4,

From the table we also have

eo :::: 21, 'r/ = 21, 31,
eo = 31, rJ = 21,31,
eo = 41, rJ = 4, 41.



Semigroups andgroupoids 255

Table 7 shows all non-isomorphic left general products D of S, 1 s 1 = 2,
by a right zero semigroup of order 2.

TABLE 7

ea. o{J.

[' r
2 2
2 3
3 3
4 4

As an application of the above results, we have
THEOREM2.7. Let Sbeaset, 1SI = 2, and T be a right zerosemigroup of order

n:A 1ejtgeneral product Dof S by Tis isomo1]Jhi£onto either the dirnct
product ofasemigroup Soforder 2and aright zero semigroup Tof ordern

D~SXT, ISI=2, ITI=n
or the union of the two dimct products

D = (SlX T1) U (S2XT2),

where T1and T2 are right zero semigroups, TII + T21= nand S1is a null
semigroup of onler 2 and S2 js a ~ of orcl!r 2
II. Left generalproduct ofS, 1SI= 3, by right zero semigroup.

oc f3
Let T = fa, p}, ocIocT.

f3 r (); . f3
The method is the same as in case I, and we use the same notation. Let
®a denote the set of all semigroups defined on S, S I = 3. Table 8 shows
®a except the dual forms. Those were copied from [8], [10]. Table 9 shows
all 'fJ for given ()o such that ()o rv 1).

This table shows, for example, that 2 = 20 = 21, 22 = 23,24 = 25•
In the following family % of ten subsets of ®3, each set satisfies the

property: Any two elements of each set are --equivalent, and each set is
a maximal set with this property.

%{ {I}, {2,3, IS}, {4, 52, I6}, 6,62, 64}, {7, 72, 1 I},
(7, 122}, {2, 8, 14', 14a, {2, 9, 18}, {2, 10, lOll, {2, 13, 131 I7}.

Let %' denote the family obtained from % by replacing (6, 62, 64,}by {6}
and (2, 10, 101) by (2, lO} and leaving the remaining sets unchanged.
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TABLE 8. All Semigroups of Order 3 up to Isomorphism andDual-isomorphism

o (ab C)
abe

1 (a b C)
acb

2 (a b C)
bac

3 (a b C)
bca

4 (ab C)
cab

5 (a b C)
cba

7

8

9

10

abc
abe
_be

aaa
aaa
aaa

aaa
aaa
aab

aba
bab
aba

abb
baa
baa

abe
bea
cab

aba
aba
aba

aaalabe

~

aaa !I

abb

~~

aaai
abci
a e b i

! a a a
ace
ace

o

o

aaa
«ell
aaa

aae
aae
ee,.

o

aae I
aael
aac

o

aaa
aeb
abc

o

bbb
bbb
bbb

bbb
bbb
bba

baa
abb
abb

bab
aba
bab

cab
abe
bea

abbl
abb
abb

abe
bbb
abc

aba
bbb
aba

,-----,
abc
bbb
eba

I

I b b c
bbc
ccb

ebu
bbb

1 abe

ebb
bbb
bbb

beb
c b e
beb

2

bbe
bbe
bbe

cbe
bbb
ebe

o o

cec
eel:
cell:

eee
cae

caa
ace
ace

eea
cellt
aae

bea
cab
abe

ace
ace
ace

abc
abc
cee

I a a c
i aa c
Ia:a:c

~~abebac
eel:

o

b c c I
e eel
cee___ I

ebe
beb
cbc

ccb
ccb
bbc

-rrfl

bbe
bbe ,
ecc

i b a c 1
abe i
ax:
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1 (a b C)
acb

TABLE 8 (continued)

2 (a b C)
bac

3 (a b C)
b c a

4 (a b e)
cab

257

5 (ab C)
eb a

11
aba
abb
abe

abb
abb
abc

12

aaa
aaa
aae

13

aaa
aabi

aae
14

aaa
aab
abc

15

a b a I'bab
abc

16

17

18

o

abc
ebe
ebc

3
aae
abe
ace

l1mbbI b b b
i b b b I

I~
bbb
cbb

abe
bbc
ccb

aae
abe
aae

abc
bbe
bbe

abe
bbb
ebc

eae
ebe
ece

acc
cee
eee

aee
abe
aee

'I bba'
bbbi
bbe I

cae
abe
ece

baa
abb
abe

aee
bee
eee

aaa
aba
aaa

abb
bbb'
bbe

eaa
abe
aee

aee
ebe
eee

~I--

!

aaa
aba
aea

abe
bee
eee

aba!

b b b I'

abe

~
I b eb
I e b e

o

aaa
abtr
ace

I a b e
bbc
ccc

We have the following theorem, in which we do not assume T is finite:
THEOREM2.8. A left general product D of S, [S I = 3, by a right zero

semigroup T is determined lJy a mapping 'Jl of the set T into one of the sets
belonging to :if in such a way that 8" = n(a), o: E T. Every left general
product D of S, ISI = 3, by T is isomorphic or anti-isomorphic onto one of
those thus obtained. Accordingly D is the disjoint union of at 11DJt four
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distinct (but not netX!Ssarilyisomoqi/lUxlllydistinct) dirnct products, i.e.
m

D = U (S«();)XT;), m ""4,
i=l

m
where T = Lri' .T;:s am right zero semigroups and either ()i = neT;)

1=1
(i= 1, .... m) or ();= 1i(TJ (i = I; •• "m).

III. Right generolproductofS by right zero semigroup.

rx{3
First let T = fa, {3},IX a {3•

f3 rx f3

The equations (2.9') are

(2.14)

A relation ~ is defined on Ibs as follows:
() ~ 1] if and only if

e a* 'Yj = 'Yj *a 'Yj

'Yj a* e = e *a () for all a ES

Recall that

zcp! = z()x, Z1p! = xiiz,
Using these notations,

()a* 1] = 1] *a 1] for all a E S if and only if 1j!~8y= 1j!j1j!~for all x, yES.

Therefore X... 1j!~ is an anti-homomorphismof a semigroup See) into the
left regular representation of a semigroup S(1]),
We have obtained all non-isomorphic right general products of S,

/S/ .,., 3, by a right zero semigroupof order 2. The results will be published
elsewhere.

IV.GenerolproductofS by aright zero semigroupToforder2.
IX f3

Let T = {IX, {3}, a IX f3 •
f3 IX f3
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- -
80 1}

1 I
- -

2 2,3,31>8,8',9,91> lO,101, 13,1310 14,141,14',14~, 15,15,.17,18,18,

3 2, 3, 15

4 4, 52, 16

5 4:,5, 16!

6 6, 6:, 6,.
1 7, 7:, 11,12:1

8 2, 8, 14'. 14;
.

9 2, 9, 18

10 2, 10, 10,
-

11 7,7:,11

12 7:, 12
-

13 2, 13, 131, 17

14 2, 8', 14, 14,
-

15 2, 3, 15

16 4, 5:,16

17 2, 13, 131, 17

18 2, 9, 18

t These were computed by P. Dubois, J. Youngs, T. Okamoto, R. Kaneiwa, and
A. Ohta under the author's direction.
To find «()a,a' ()(1., p, ()p,a' ()p,p) we may solve the following equations:

(j(1.,(1.a* ()(1.,p= e., *a ()(1.,Il> ()p,fJ a* ()fJ,(1.= ()p,a *a ()fJ,a, }

()(1.,p a* ()p,a = (j(1.,a*a ()p,a, (jp,a a* (ja.,p = ()p,p *a ()",p, (2.15)
()",fJ a* (){3,P= ()a,p *a ()p,p, (){3,a a* ()a,a.= (j{3,a *a ()a,a,

ea,a. a* e",o.= eo.,(1.*a ea.,a., (){3,fJ a* ()il,fJ = ()fJ,fJ *a ()il,P'
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These are equivalent to:

1p~'''cp~,fJ = cp~,fJ"P~,fJ, "P~,fJcp~'" = cp~'"~''' }
,,,'" fJmfJ,oo = rrfi, "1/)'" '" ,,,fJ, "'mOO,fJ = m"" fJ,,,fJ,fJ
TX TY ~y TX' TX TY TY TX

1p~'fJcp~'fJ = cp~'fJ"P~'fJ, "Pt; "'cp~'" = cp;' "'''P~'e
8""" and 8fJ,fJ are semigroups.

(2.16)

The author and R. Dickinson have computed all non-isomorphic general
products of S, ISI "'" 3, by a right zero semigroup of order 2 using a CDC
6600. The results will be published elsewhere.
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their assistance in the computation by hand or by machine:
Mr. Richard Biggs for Part I,
Mr. Robert Dickinson, Professor Morio Sasaki and his students for

Part II.
The author also wishes to thank the Editor, Mr. John Leech, for his
thoughtful elaboration of the manuscript.

REFERENCES

1.A. H. CLIFFORD and G. B. PRESTON: The Algebraic Theory 0/ Semigroups, voL I,
Amer. Math. Soc. Survey 7 (Providence, 1961).

2. G. E. FORSYTHE:SWAC computes 126 distinct semigroups of order 4. Proc. Amer.
Math. Soc.6 (1955), 443-445.

3. M. HALL: The Theory o/Groups (Macmillan Co., New York, 1959).
4. T. S. MOTZKINand J. L. SELFRIDGE:Semigroups of order five. (Presented in Amer.

Math. Soc. Los Angeles Meeting on November 12,1955).
5. R. J. PLEMMONS: Cayley tables for all semigroups of order ee 6. (Distributed by

Department of Mathematics, Auburn University, Alabama 1965.)
6. E. SHENKMAN:Group Theory (Van Nostrand, Princeton, 1965).
7. T. TAMURA:On the system of semigroup operations defined in a set. J. Gakugei,

Tokushima Univ. 2 (1952), 1-18.
8. T. TAMURA:Some remarks on semigroups and all types of semigroups of order 2,3.

J.Gakugei, Tokushima Univ. 3 (1953), 1-11.
9. T. TAMURA,Notes on finite semigroups and determination of semigroups of order 4.

J. Gakugei, Tokushima Univ. 5 (1954), 17-27.
10. T. TAMURA et al.: All semigroups of order at most 5. J. Gakugei, Tokushima Univ.

6 (19551, 19-39.
11. T. TAMURA: Commutative nonpotent archimedean semigroup with cancellation

law 1. J. Gakuge4 Tokushima Univ. 8 (1957), 5-11.
12. T.TAMURA: Distributive multiplications to semigroup operations. J. Gakugei,

Tokushima Univ. 8 (1957), 91-101.
13. T. TAMURA et al.: Semigroups of order < 10 whose greatest c-homomorphic

images are groups. J. Gakuge4 Tokushima Univ. 10 (1959), 43-64.
14. T. TAMURA: Semigroups of order 5, 6, 7, 8 whose greatest c-homomorphic images

are unipotent semigroups with groups. J. Gakugei, Tokushima Univ. 11 (1960),
53-66.



Semigroups andgroupoids 261

15. T. TAMURA: Note on finite semigroups which satisfy certain grouplike condition.
Proc. Jap. Acad. 36 (1960), 62-64.

16. T. TAMURA: Some special groupoids. Math. lap. 8 (1963), 23-31.
17. T. TAMURA and R. DICKINSON: Semigroups connected with equivalence and con­

gruence relations. Proc. lap. Acad. 42 (1966), 688-692.
18. R. YOSHIDA: I-compositions of semigroups I. Me11Wirsof the Research InsL of Sci.

and Eng., RitsumeikanUniv. 14 (1965), 1-12.
19. R. YOSHIDA: Z-compositionsof semigroups II. Memoirs of the Research InsL of Sci.

and Eng., Ritsumeikan Univ. 15 (1966), 1-5.
20. T. TAMURA: Note on automorphismgroup of groupoids. Proc. lap. Acad. 43 (1967),

843-846.



Simple Word Problems in Universal Algebras'

DONALD E. KNuTH and PETER B. BENDIX

Summary. An algorithm is described which is capable of solving certain word
problems: i.e. of deciding whether or not two words composed of variables and
operatorscan be provedequal as a consequenceof a given set of identitiessatis­
fied by the operators. Although the general word problem is well known to be
unsolvable,this algorithmprovides results in many interestingcases. For example
in elementarygroup theory if we are given the binary operator. , the unary oper­
ator -, and the nullary operator e, the algorithm is capable of deducing from
the three identitiesa·(b·c) = (a.b).c, a.a- = e, a.e = a, thelaws a-.a = e,
e.a = a, a- = a, etc.; and furthermore it can show that a- b = b .a- is not a
consequence of the given axioms.

The methodis based on a well-orderingof the set of all words,such that each
identity can be constroed as a "reduction",in the sense that the right-hand side
of the identity representsa word smaller in the orderingthan the left-hand side.
A set of reductionidentitiesis said to be "complete"when two words are equal
as a consequence of the identities if and only if they reduce to the same word
by a series of reductions.The methodused in this algorithmis essentiallyto test
whethera given set of identitiesis complete;if it is not completethe algorithm
in many cases finds a new consequenceof the identitieswhichcan be addedto the
list. The process is repeated until either a complete set is achieved or until an
anomaloussituation occurs which caunot at present be handled.

Results of several computationalexperimentsusing the algorithmare given.

Introduction. The purpose of this paper is to examine a general technique
for solving certain algebraic problems which are traditionally treated in
an ad hoc, trial-and-error manner. The technique is precise enough that
it can be done by computer, but it is also simple enough that it is useful
for hand calculation as an aid to working with unfamiliar types of algebraic
axioms.

Given a set of operators and some identities satisfied by these operators,
the general problem treated here is to examine the consequences of the
given identities, i.e. to determine which formulas are equal because of the
identities. The general approach suggested here may be described in very
informal terms as follows: Let us regard an identity of the form if. = ,8 as a
"reduction," where we choose one side of the identity, say p, as being
"simpler" than the other side a, and we agree to simplify any formula

t The work reported in this paper was supported in part by the U.S. Office of Naval
Research.
CPA 18 263
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having the form of oc to the form of p. For example, the axiom a-1(ab) = b
can be considered as a reduction rule in which we are to replace any for­
mula of the form a-1(ab) by b. (The associative law for multiplication is
not necessarily being assumed here.) It is demonstrated in this paper that
the most fruitful way to obtain new consequences of reductions is to
take pairs of reductions 0:1 = f31' 0:2= f32 and to find a formula which has
the form of 0:1 and in which one of the subformulas corresponding to an
operator of !Xl also has the form of OC2. If the latter subformula is replaced
by P2, and the resulting formula is equated to f31, a useful new identity
often results. For example, let a1 = 0:2= a-l(ab), and let PI = f32 = b;
then the formula (X-l)-l (x-l(xy» has the form of OCI while its sub­
formula (x-l(xy» corresponding to the multiplication of a by b in Xl

has the form of 0:2; so we can equate (X-l)-l (x-'(xy» both to xy and to
(x-l)-ly.

The general procedurewhich has been describedso vaguely in the preced­
ing paragraph is formalized rigorously in §§ 1-6 of this paper. § 7 presents
over a dozen examples of how the method has given successful results
for many different axiom systems of interest. The success of this technique
seems to indicate that it might be worth while teaching its general principles
to students in introductory algebra courses.
The formal development in §§ 1-6 of this paper is primarily a precise

statement of what hundreds of mathematicians have been doing for many
decades, so no great claims of originality are intended for most of the
concepts or methods used. However, the overall viewpoint of this paper
appears to be novel, and so it seems desirable to present here a self­
contained treatment of the underlying theory. The main new contribution
of this paper is intended to be an extension of some methods used by
Trevor Evans [4]; we allow operators to be of arbitrary degree, and we
make use of a well-orderingof words which allows us to treat axioms such
as the associative law. Furthermore some of the techniques and results of
the examples in § 7 appear to be of independent interest.

1. Words. In the followingsectionswe will deal with four fixed sequences
of quantities :
(a) An infinite sequenceof vmalies vi, V2, V3, ... , which are distinguish­

able symbols from an infinite alphabet.
(b) A finite sequenceof Operot018 [s, h,h, ... , /'V, which are distinguish­

able symbols from some alphabet, disjoint from the variables.
(c) A finite sequence of degrees d}, dz, da, ... , dN, which are nonnegative

integers. We say dj is the degree of operator fj.
(d) A finite sequence of weights WI, W2, W3, ..• , WN' which are non­

negative integers. We say Wj is the weight of operator !j.
An operatorwhose degree is 0, 1,2,3, ... , will be called a nullary,unary,
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binary, ternary, ... , operator, respectively. Nullary operators take the
place in this discussion of what are traditionally called "constants" or
"generators". We will assume there is at least one nullary operator.
Two special conditions are placed on the sequences defined above:
(1) EachnuJkuy operatorhospositiveweight. Thus if ~ = 0, Wj> O.
(2)Each lUIOIY operatorhos positive weight, with thepossibk e:weption

of fN' Thusif dj = 1 andj <N, Wj> O.
The reason for these two restrictions will become clear in the proof of

Theorem 1.
Certain sequences of variable and operator symbols are called words

("well-formed formulas"), which are defined inductively as follows :
A variable Vj standing alone is a word; and

fp'l ... ad (1.1)

is a word if lXI, ••• , (ld are words and d = dj• Note that if Jj is a nullary
operator, the symbol Jj standing alone is a word.
The subwords of a word a are defined to be (i) the entire word a itself,

and (ii) the subwords of al, ... , !J.d, if a has the form (1.1). Clearly the
number of subwords of ais the number of symbols in a, and in fact each
symbol of a is the initial symbol of a unique subword. Furthermore,
assuming that aand p are words, ~ is a subword of aif and only if P is a
substring of a, i.e. a = rp{J1jJ for some strings of symbols rp and "p.
Let us say a nontrivial subword is a subword which contains at least one

operator symbol; i.e. a subword which is not simply of the trivial form
"'v/' for some variable vj. The number of nontrivial subwords of a word
a is clearly the number of operator symbols in a.

This definition of words and subwords is, of course, just one of many
ways to define what is essentially an "ordered tree structure", and we may
make use of the well-known properties of tree structure.
Let us write n(x, a) for the number of occurrences of the symbol x in

the word a.A plDf! wonl a is one containing no variables at all; i.e. a is
pure if n( vj' a) = 0 for all j. The weight of a pure word is

w(C() = L wjn(fj, 1:1.); (1.2)
j

i.e. the sum of the weights of its individual symbols. Since every nullary
operator has positive weight, every pure word has positive weight.
The set of all pure words can be ordered by the following relation:

a> (J if and only if either
(1) w(C() > w(/)) ; or
(2) w(a) = w(fl) and a = fiX'l ... (Xdi,{J = fk{Jl ... ~dk' and either
(2a)j > It; or
(2b) j = k and ex1 = fll, .... rxt-1 = {Jt-I, a, > fit for some t, 1 ~ t ~ dJ•

18•
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It is not difficult to design an algorithmwhich decides whether or not
a > p, given two pure words a and fJ; detailswill be omittedhere.

Tm>REM 1. 1he set qf allpure wonls js welJ,.onlend lzy tm niation ">".
Proof. First it is necessary to prove that a > fJ e- y impliesa e- y; and

that for any pure words a and p, exactly one of the three possibilities
a > p, a = p, a < fJ holds. These properties are readily verified by a
somewhattedious case analysis, so it is clear that we have at least a linear
ordering.
We must now prove there is no infinite sequence of pure words with

'Xl :> 17:2 :> 1)';3 :> 0 0 0 0 (1.3)
Since the words are ordered first on weight, we need only show there is
no infinitesequence(1.3) of pure wordshavUW tm sarm weigJt Wo

Now let a be a pure word with nj symbols of degree ~. It is easy to
prove inductively that

nO+n1+n2+ ••• = 1+0'no+lonl+2on2+ 0 00,

r.e.no= 1 +n2+2n3+. 000 Since each nullary operatorhas positiveweight,
we have w "'"no; so there are only a finite number of choices for no,ni.
na, 00 ., if we are to have a word of weight w. Furthermore if each unary
operatorhas positiveweight,we havew"", n1, so therewouldbe onlyfinitely
many pure words of weight w. Therefore (l.3) is impossibleunless fN is a
unary operator of weight zero.
Therefore let WN = 0, dN = 1, and define the function h(a) to be the

word obtained from a by erasing all occurrences of J».Clearlyif a is a
word of weight w, so is h(a)o And by the argumentin the precedingpara­
graph only finitely many words h(rx) exist of weight w. To complete the
proof of the theorem, we will show there is no infinite sequence (l.3)
such that h(1X1) = h(rx2) = h(rx3) = 0 0 0 0

Let h(a) = Sl S2 0 0 0 8n; then ahas the form fir Sl f~ 82 ••• liJ 8m where
'1, ... , t'n are nonnegativeintegers.Define 1'(a) = (r1' ... , .vn), an n-tuple
of nonnegative integers. It is now easy to verify that, if h(l)';) = h(P), we
have a > p if and only if rea) > r(fJ) in lexicographicorder. Since it is
well known that lexicographic order is a well-ordering, the proof of
Theorem1 is complete.
Note that if.fjwere a unary operatorof weight zero and j <N, we would

not have a well-ordering,since there wouldbe a sequenceof pure words of
the form 1HZ> IfNrx > !jjjfNI7: >- 0000 And if we have nullary operators
of weight zero, other counterexamplesarise; for example if 11 is nullary
and 12is binary, both of weight zero, then

12/2/I[1[I >- 12/1/2/2/1/1[1> f2[1[2/If2/2/I[l[1 > ....

This accounts for the restrictions we have imposed on the degrees and
the weights.
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2. Substitutions. Most of § 1 was concerned with pure words, and it is
now time to consider the variables which can enter. If a is a string of
symbols containing variables, we let v(a) be the largest subscript of any
variable occurring in a. If a involves no variables, we let v(oc) = O.
If a, 81, 82, ••• , en are strings of symbols, where n ;;,0 v(a), we will write

S(el, 82, ••• , 8n; (1.) (2.1)
for the string obtained from a by substituting OJ for each occurrence of
Vj' 1~j ~ n. For example if v(a) = 2, S(V2' VI; a) is obtained from a by
interchanging the variables VI and V2.

We say a word ~has the falm of a word a if ~ can be obtained by sub­
stitution from a; i.e. if there exist words el, 82, ••• , 8n such that P =
s = (e1, 82, ••• , en; a).
It is not difficult to prove that two substitutions can always be replaced

by one, in the sense that
S(rpl, ... , rpm; S(81, ••• , 8n; IX))

= S(S(rpl, ... , rpm; (1), ... , S(rp1, ... , rpm; 8n); «). (2.2)

So if y has the form of ~ and {J has the form of a, y also has the form of a.
It is comparatively easy to design an algorithm which decides whether

or not fJ has the form of a, given two words {J and a. Briefly, let a =
Al A2 ... )'m, where each )'j is a variable or an operator. Then fJ must have
the form fJ = (J1{J2 .. ·fJm where, if Yj is an operator, Yj = fJj; and if
Yj = Yk is a variable, then Pj = Pk is a word, for 1 .,.;j .,.;k .,.;m.

Let Wo be the minimum weight of a pure word; thus Wo is the minimum
weight of a nullary operator. We define the weight w(a) of an arbitrary
word to be the minimumweight of all pure words which have the form of a:

w(<l) = Wo L n(vjl a)+.). wjn(Jj,a). (2.3)
F> 1 1>1

We now extend the ":>" relation, which was defined only for pure
words in § 1, to words involving variables. Let us say that a > p if and
only if either

(1) w(a) > w({J) and nevi' a) "'" neVi' (J) for all i » 1; or
(2) w(a) = w({J) and nevi> a) = nevi' p) for all i "'" 1
and either a = !lvvk> P = Vk for some t ~ 1, or
IX = fjlXI ' .. IXdj> fJ = A{J1' .. Pdk and either
(2a) j > k; or
(2b) j = k and :Xl = {Jh' •• , 0(/-1 = PI-l, a, > ~I for some t, 1 .,.;t.eo ~.
It is not difficult to design a relatively simple algorithmwhich determines,

given words a and p, whether a < fl, or a = {J, or a > {J, or whether a
and B are unrelated. In the latter case we write "a * {J". When a and
fJ are' pure words, the situation a * ~is impossible; but when variables
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are involved, we can have unrelated words such as

15V1V1V1V1V2 * /aV2V2Vl,

hV1v2 * hV2v1,
(2.4)

(2.5)

where12, /3, Is areoperatorsof degrees2,3,5 respectively.
The principalmotivationfor the given definitionof a >- P is the following

fact:
THEOREM 2. 1/ oc > f3 then S(61, 82, ••• , en; IX)> S(fh 82, 0 •• , 8n; fJ), for

all wonls 81,•• 0, en-
Proof Let !x'= S(e!, 82, ••• , 8n; IX) and fJ' = S«(h, 8z, ... , 6,,; {3).

If condition (1) holds for o: and {3,then it must hold also for a' and fJ'.
For in the first place, everyword has weight :;,.wo, so

w(cx') = w(rx) + L n(vj> x)(w(Oj) - Wo)
F;;;.1

>- w(fJ) + L n(vj, {3)(w(ej) - wo) = w(fJ')·
i>1

Secondly, nevi' a') = L n(t}, x)n(Vi' OJ)"''' I n(vjl {3)n(v;, OJ) :::: neVi' {3').
F;;>1 t»:

If condition(2) holds for !X and {3,then similarlywe find w(x') = w(fJ')
and n(vj, a') = n(v;, {3')for all i, and rx'=/p~... rx~., fJ' = fk{3~ • • • fJ~k
where oc; = S(Ol, ... , en; a,) and {3; = S(eI, .. 0, t f3,) for all r. Hence
either j >- k, or an inductive argument based on the length of a will
complete the proof.

Corollary. There is no infinite sequenceof words such that a, >- rx2 >
>- rxs >- .... For if there were such a sequence, we could substitute a
nullary operator f for each variable vi' j ~ 1; Theorem2 implies that this
would give an infinite descending sequence of pure words, contradicting
Theorem 1.
It should be emphasizedthat Theorem 2 is a key result in the method

which will be explained in detail in subsequent sections; and the fact that
rx * fJ can occur for certain words a and p is a serious restriction on the
present applicabilityof the method. The authors believe that further theory
can be developed to lift these restrictions, but such research will have to
be left for later investigations.
It may seem curious that Is VI VIVIVIV2 * ISV2V21)1; surely !sVIVIVIVIV2

appears to be a much "bigger" word than !3V2V2Vl. But if we substitute a
short formula for VI and a long formula for V2, we will find /31)2V2V1 is
actually longer than /51) 1V1V 11)1'/)2.

Theorem 2 is not quite "best possible"; there are words a and f3 for
which x * fJ yet S(e!, e2, ... , 8n; oc) > S(01, 62, ••• , en; fJ) for all "pure"
words eI, ... , en. For example, consider

(2.6)
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where /3 and /2 are unary operators of weight one, and /1 is a nullary
operator of weight one. If we substitute for VI a pure word e of weight 1,
we have!se >- /2[1 by case (2a); but if we substitute for VI any word e
of weight greater than one, we get /3e > [2[1 by case (1).We could there­
fore have made the methods of this paper slightlymore powerful if we had
been able to define /st\ > /2/1; but such an effort to make Theorem 2
"best possible" appears to lead to such a complicated definition of the rela­
tion ~ >~that the comparativelysimple definition given here is preferable.
So far in practice no situation such as (2.6) has occurred.
Let Cl and ~ be words with V(Cl)",. n, v(P) ,,;;;no In the following

discussion we will be interested in the general solution of the equation
S((ll, .... en; oc) = S(eb ..• , en;~) (2.7)

in words eb ..• , en- Such an equation can always be treated in a reasonably
simple manner:

THEOREM 3. Either (2.7) hos no solution, or there is al1lD1lherk, 0,,;;;k,,;;;n,
andwonls 111, ••• , anwith v(aj),,;;; kfor 1 ,,;;;j ~ n, where

(2.8)

srm that all solutions qf (2.7) have the Ibm
ej = S(ep!, ... ,C{!k; (Jj), 1~j ~ n. (2.9)

MOTOOVer,there is an a/gJritlun whidt determines whether or not (2.7) is
sobJdJIe, am whim determines0'1, ••• , O'n when a solution eWts.

(Note that this theorem provides the general solution of (2.7). The signi­
ficance of relation (2.8) is that the simplewords VI, V2, ... , Vk are included
among the o's, i.e. that some k of the e's may be selected arbitrarily and the
other ",.k 8's must have a specified relationship to these k "independent"
variables. This result is equivalent to the "Unification Theorem" of J. A.
Robinson [10].)
Proof Theorem 3 can be proved by induction on n, and for fixed n by

induction on the length of 'X~, as follows.
Case 1. ~ = vP' P = vq• If P = q, then obviously any words e1, ••• , en

will satisfy (2.7), so we may take k = n, 0'1 = VI, ••. , an = Vn' If P +0 q,
the general solution is clearly obtained by taking k =",. 1,

a1 = Vb ••• ,(JQ_l = Vq_l, aq = vp, aq+1 = vq, ••• , an = vn_.1·
Case 2. a = hOC!.•. 'J.d, /J = vq• Then if the variable Vq appears in IX,

the equation (2.7) has no solution since the length of S(81, ... , ~,. Cl) is
greater than the length of eq = seel,.. ., en; /J). On the other hand if
Vq does not appear in ,IX we clearly have k =",. 1, 111= VI, ••• , aq_1 =
Vq_1, flq = S(Vb • • ., Vq_1, Vq_l, •• ., V,,; a), O'q+l = Vq, • • ., an = Vn-1

as the general solution.
Case 3. IX = Vp' f3= h{31 .. -Pd' This is case 2 with 'J. and f3 interchanged.
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Case 4. a = h(/.l ... rld, P = h{JI ... Pd. Here there is no solution of
(2.7) unless p = q, so we may assume p = q and d= d'.Now (2.7) is
equivalent to the system of d simultaneousequations

S(()r, 0 •• , 8,,; ry-j)= S(el, ..• , 8n; (Jj) (2.10)

for 1",.; j-« d. If d = 0, the general solution is of course to take k = n,
0'1 = Vl, ••• , I1n = v,. Suppose we have obtained the general solution of
the system (2.10) for 1 ~ j ~ r, where 0 .,.;;r < ~ we will show how to extend
this to a solutionof (2.10) for 1 .,;;i.,.;; r+ 1: If (2.10), for 1 ~j ~ r, has no
solution, then (2.10) certainly has no solution for 1~ j .,.;;r+ 1. Otherwise
let the general solutionto (2.10), for 1 .,.;;.i ~ r, be given by k, 0'1,.' .,0,.
Now the general solution to (2.10) for 1~j ~ r+ 1 is obtainedby setting
OJ= S(cpl, ... , CPk; aj),l~j~n, and S(e1, ... , On; a,+,) = S(e1, ... , 8n;
P,+l)' By (2.2) this requires solving

S(CP!' ... , CPk;S(O'I,' .. , an; (/.,+1» =

S(cpI, ... , CPk; S(O'l' 0 0 ., an; (J,+l». (2.11)

The general solution of this equation can be obtained by induction, since
either k < n or k = n and {aI, .... an} = {VI, .... vn} and S(al> . . .. an;
(/.,+l)S(O'l, ... , an; P,+l) is shorter than (/.{J.If (2.11) has the general solution
k', a~, , o'~, then (2.10) for 1 ~ j.,.;; 1'1- 1 has the general solution k:",

S(a~, ,o'~;0'1), ... S(o'~,... , a~; an). The latter strings include {VI, ... , vv}
since {a~,... , o'~};2 {VI, .. 0, vd and {aI, ... ,O'n} 2 {v!, ... , Vk}' This induc­
tive process ultimatelyallowsus to solve (2.10) for 1 .,.;;j .,.;;d,as required.
This completes the inductive proof that a general solution (2.8), (2.9)

to the equation (2.7) can be obtained, and it is evident that the proof is
equivalent to a recursive algorithm for obtaining the solution.
As an example of the process used in the proof of Theorem 3, let

n = 7, di = 1, d2 = 2, and

IX = hfd2fIV4.f2V3fd2V2V2!2VIf2V3fIVI,

{J = h/Ihvsf2VSVe!2V?/2/1V6fd2V5VO.
(2.12)

We wish to determine what formulas can be obtained by a common sub­
stitutionin a and {J, which is essentiallysayingwe want to solve the equa­
tion IX = {J for VI, ... , V7. This reduces, first, to solving the simultaneous
equations

f 1 J IV~ 2V3'4lf:2V2V2 = fd2Vs!2VSV6,
hvd2V3/IVI = f2V?/2/1V6/IhvsV6

(2.13)
(2.14)

To solve (2.13), we first remove the common fl, at the left, then solve
the system /IV4 = V5,f2V3fd2V2V2 = f2VSVO,etc., and we ultimately obtain
the conditions

(2.15)
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Substituting these into (2.14) gives the equation
f2Vdd1v4flVl = f2V7f2ldd2V2VdddlVdd2V2V2,

and to make a long story short this equation in the variables VI, V2,V" V7
ultimately implies that

v, = fd2V2V2, VI = v 7 = /2hfd2V2V2h/2V2V2.
Finally, in connectionwith (2.15),we have found that every word obtain­
able by a common substitutionof words into a and P is obtained by sub­
stituting some word for V2 in

hfdddl/2V2V2fddl/2V2V2h/2V2Vddddd2V2Vdd2V2V2
/2hfl/2V2Vddddd2V2Vdd2V2V2.

Stating this in the more formal language of Theorem 3 and its proof,
the general solutionto (2.7), (2.12) is given by

k = 1, (11 = (17 = /2hh/2VIVlh/2VIVI(J2 = VI,
(13 = (Js = fdl[2VlVl, 0'4 = 0'6 = fd2VIVl.

3. The word problem. Given a set R = {(AI, (21), ... , O'm, em)} of pairs
of words, called "relations", we can define a corresponding equivalence
relation (in fact, a congruence relation) between words in a natural
manner, by regarding the relations as "axioms",

Ak == ek (R), 1 "'"k "'"m, (3.1)

where the variables range over the set of all words. This " == " relation
is to be extended to the smallest congruence relation containing (3.1).
For our purposes it is most convenient to define the congruence rela­

tions in the followingmore precise manner: Let fJ be a subword of (J., so

that a has the form rpP"p for some strings sp, 1p.Assumethat there is a rela-
tion (A, e) in R such that f3 has the form of A: f3 = S(()I, , On; ).) for
some (h, .... ()m where n "'"V(A), vCe)·Let p' = S(()I, , On; e), so that
f3 and fJ' are obtained from ). and e by means of the same substitutions.
Let a' = rpf3'y be the word a with its component fJ replacedby p'. Then we
say a rnduces to (J.' with respect to ~ and we write

a -+ a' (R).

(J. == P (R)

(3.2)

(3.3)
Finally, we say that

if there is a sequence of words (J.o, (XI, ••• , (In for some n ~ 0 such that
(J. = iXo, (J.n = p, and for 0 EOj < n we have either (J.j ...•• (Xj+l (R) or
(Xj+l ...•• (J.j (R). (Note: When the set R is understood from the context,
the "(R)" may be omitted from notations (3.2) and (3.3).)
The word problem is the problem of decidingwhether or not a == P (R),

given two words a and P and a set of relations R Although the word
problem is known to be quite difficult (indeed, unsolvable) in general,
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we present here a method for solving certain word problems which are
general enough to be of wide interest.

The principal restriction is that we require all of the relations to be
comparable in the sense of § 2: we require that

l>9 ~~
for each relation in R In such a case we say R is a set of reductions. It
follows from Theorem 2 that

a -+ x' implies a> a'. (3.5)
4. The completeness theorem. Let R be a set of reductions. We say a

word a is ineduciblewith respect to R if there is no a' such that a -+ a'.
It is not difficult to design an algorithm which determines whether or not

a given word is irreducible with respect to R If R = {()'1, i.h), ••• , (Am' em)},
we must verify that no subword of ahas the form of AI, or A2,' .. , or }'m'

If a is reducible with respect to R, the algorithm just outlined can be
extended so that it finds some a for which a -+ ct. Now the same procedure
can be applied to a', and if it is reducible we can find a further word a",
and so on. We have iZ -->- c/ -->- a" -->- ••• ; so by (3.5) and the corollary to Theo­
rem 2, this process eventually terminates.

Thus, there js an a/ipritlun whidl, given ~ word a and ~ set qf l(!(/w.

nons R, finds an irreducibk wonl OCo such that a == ao, with respect to R.
We have therefore shown that each word is equivalent to at least one

irreducible word. It would be very pleasant if we could also show that
each word is equivalent to at most one irreducible word; for then the al­
gorithm above solves the word problem! Take any two words a and {J,
and use the given algorithm to find irreducible iZo and Po. If a == P, then
~o == Po, so by hypothesis iZo must be equal to Po. If a =1=P, then iZo =1=Po,
so iZo must be unequal to ;80. In effect, <10 and fJo are canonical representa­
tives of the equivalence classes.
This pleasant state of affairs is of course not true for every set of reduc­

tions R, but we will see that it is true for surprisingly many sets and there­
fore it is an important property worthy of a special name. Let us say R
is a ~ set of reductionsif no two distinct irreduciblewords are equi­
valent, with respect to R We will show in the next section that there is an
algorithm to determinewhether or not a given set of reductions is complete.
First we need to characterize the completeness condition in a more

useful way.
Let "-.. *" denote the reflexive transitive completion of "-+", so that

a -+*fJ means that there are words (lo, al, .•• , ~ for some n > 0 such
that a = tXo, 'Y..j-+ aj+1 for 0 ~ j ~ n, and an = fJ.

THEOREM 4. A set of reductions R is complete if and only if the fOUowing
~ romitioti' js satisfial:
If a -+ a' and 0( -.. 0(" there exists a wordy such that a' ..•..*y and a" -+ * y.
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Proof. If x -+ a' and a -+ «",we can find irreducible words ~~and IX~'

such that il' --+ * IX~ and IX' - * !X~'. Since !X~ == IX~', we may take y = IX~= ~~'
if R is complete.

Conversely let us assume that the lattice condition holds; we will show
that R is complete. First, we show that if a ...•.* ilOand a -+ * !X~,whereIXo
and IX~ am iTreducibk, we must baoe oco = !X~.For if not, the set of all
x which violate this property has no infinite decreasing sequence so there
must be a "smallest" a (with respect to the> relation) such that a-* OCo,

IJ. ••••.*a~$ !Xo,where both 0:0 and oc~ are irreducible. Clearly a is not itself
irreducible, since otherwise (xo = x = IX~. SO we must have a$ IXo, a$ IX~,
and there must be elements IXI, oc~ such that a -+ (Xl -* 0:0, a _,.oc~-* IX~.
By the lattice condition there is a word y such that IXl -* Y and !X~-+ * y.
Furthermore there is an irreducible word yo such that y -* yo. Now by
(3.5), a> al, so (by the way we chose a) we must have (xo = yo. Similarly
the fact that a> !X~ implies that oc~ = Yo. This contradicts the assumption
that <xo $ !X~.

Now to show that R is complete, we will prove the following fact:
If 0: == {3,!X- *oco, and fJ - * {30, where (xo and {3o am Ureducibk, then!Xo = po.
Let the derivation of the relation a == {3 be a= 0"0•...•.0"1'- ••• -O"n = p, where
"-" denotes "-" or " .•....". If n = 0, we have a= {3,hence !xo= Po by
the proof in the preceding paragraph. If n = 1, we have either a - {3 or
{3 - Ct, and again the result holds by the preceding paragraph. Finally
if n:» 1, let 111-* a~,where a~ is irreducible. By induction on n, we
have a~= {3o} and also 11~= '1.0. Therefore R and the proof are both
complete.

5. The superposition process. Our immediate goal, in view of Theorem 4,
is to design an algorithm which is capable of testing whether or not the
"lattice condition" is satisfied for all words.
En terms of the definitions already given, the hypothesis that a -+ a' and

a -.. (1./1 has the following detailed meaning: There are subwords {3l and
fJ2 of a, so that x has the form

a = rp1fJ11jJ1 = CPZP2~)2' (5.1)

There are also relations (h Ql), (1.2, Q2) in ~ and words 81,. ., Om,
0'1, ..• , an such that

(3l ~ S(81, ... , 8m; lel), (J2 ~ Seal. ... , an; 3.2) (5.2)

and
a' = cpIS(el, .... em; !}1}llh, a" = Cf2S(l1l, .... an; Q2)'ljJ2. (5.3)

The lattice condition will hold if we can find a word y such that a' - * y
and a" -..* y.

Several possibilities arise, depending on the relative positions of {31
and P2 in (5.1). If {3I and fJz are disjoint (have no common symbols), then
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assuming (/J1 is shorter than ep2we have (/J2= rp1fJ1(/J3 for some (/J3, and the
lattice condition is trivially satisfied with

Y = (/J1S(8b . ' ., 8m; (!1)(/JaS(a1, ' .. , On; (!2)1f'2.

If fJ1 and fJ2 are not disjoint, then one must be a subword of the other,
and by symmetry we may assume that ~l is a subword of ~2' In fact we
may even assume that cc = /32, for the lattice condition must hold in this
special case and it will hold for a= (/J2/32'IjJ2 if it holds for a = P2. In view
of (5.2), two cases can arise:
Case 1. fJ1 is a subword of one of the occurrences of OJ, for some j.

In this case, note that there are n(Vj' A2) occurrences of OJ in a, and a'
has been obtained from a by replacing one of these occurrences of OJ by
the word a;, where OJ .••• a;. If we now replace OJ by a; in each of its remain­
ing n(Vj' }'2) - 1occurrences in a, we obtain the word

(l} = S(ab .... OJ_I, aj, 0,+1, .... a.; A2);
and it is clear that a_,.* 1X1. Therefore the lattice condition is satisfied in
this case if we take

j' = S(ab ... , aj_l, o], aj+1, ... , an; 122)'
Case2. The only remaining possibility is that

PI = SCab ... , an; fI) (5.4)
where fl is a nontrivial subword of A2. (See the definition of "nontrivial
subword" in § 1.) The observations above show that the lattice condition
holds in all other cases, regardless of the set of reductions ~ so an algo­
rithm which tests R for completeness need only consider this case. It
therefore behooves us to make a thorough investigation of this remaining
possibility.

For convenience, let us write simply I. instead of A2. Since fl is a sub­
word of A we must have ;.= rpfl"P, for some strings rp and "P, and it follows
from the assumptions above that

(/J1 = S(O'1,... , on; rp), 1pl = S(a1' ..• , an; 'IjJ). (5.5)

THEOREM 5. Let fl be a srJJwonl of the word A,whereA = CPfltp, and kt
C(Al, u, A)be the set of all wonls a whidt can be wriffen in the fOrm

a = CfilS«()I, , 8m; }.1)1p} = S(al' ... , a, : A) (5.6)
fbrwonls 01,· ..• am OJ, ,8m, where (/J1and 1pl are defined by (5.5). 'lhen
either C(A},fl, A) is the empty set, or there is a word a{Al, fl, A), the
"superposition of Alon fl in I;" such thot CO.I, fl, A)is the set of all wonls
thot baoe the fOrm of cr(Al, fl, A); i.e.

C(Ab #,,1) = {S«(/J1, ..• ,gJk;a(AI, #,,1)) cp}, ... , epicarewordsj. (5.7)

Ftuthermorn there is an a/gJritlun whidt finds such a word aO'I, u; }.),
orwhidt determines that aCh u; J.) doesnot exist.
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Proof Let A'= S(Vn+l, ... , Vn+m; )'1) be the word obtained by chang­
ing all the variables Vj in Al to vn+j; then ),' and ). have distinct varia­
bles. Let an+! = 01' .. "on+m = 8m, and let r = m+n. Then the words
aI, .... Or are solutions to the equation

S(Ol, .. " a,; A) = S(Ol, ... , a,; rr) S(a1,' .. , o'r; ).') S(a1,' .. , a,; y).

By Theorem 3, we can determine whether or not this equation has solu­
tions; and when solutionsexist, we can find a generalsolutionk, o~, ... , a;.
Theorem 5 follows if we now define a(h u, ),)= S(o~,... , a;; ),).

COROLLARY. l£t R be a set of rnductions;am let A be any djpriJlun whidl,
givenawonla, finds awonlocosuchthot a -+* ~oand IX 0 is ineducibk, with
respectto R. 'ThenR is complete if andonly if the fOUowingcontlmonholds
for a/lpairs ofrnductions (AI, Ql)' (A2' (!2)inRanda/l nontrivid srJJwonls ft
of ).2 sum tld the supe1JJl)SUion00'1, fl, 1.2) eUsts:
Let

a = a(h ft, )'2) = fj)IS(8I, ... , 8m; ).t)¥'l = S(O'l, ... , a,; ..1.2), (5.8)

where rpl and "Pl am defined by (5.5). Let
(J' = fj)lS(81, ••• , 8m; 1]1)1/)1, a" = S(Ol, ••• , an; 1?1), (5.9)

and use a/gJritlun A to find ineducibk wonls a~ and 09' such thot
a' -+ * (]~and r5~'-+ * o~'. 'Then(J~must be identWaIlyequal to 00' •
Proof Since a -+ a' and a -+ a", the condition that a~= (J~' is certainly

necessary if R is complete. Conversely we must show that R is complete
under the stated conditions.

The condition of Theorem 4 will be satisfied for all words aunless we
can find reductions (AI, (!1), ().2, (2) and a nontrivial subword ft of )'2 such
that, in the notation of Theorem 4,

a :::;S(fj)lo ... , (/ik; a), a ' ::::S(fj)], .. "rpk; a'), oc" = S(cpl, ... , CPk;a" )

for somewords fj)l, ••• ,fj)k' (This must happen because the discussion earlier
in this section proves that we may assume a is a member of C(..1.l, u; A) if
the condition of Theorem 4 is violated, and Theorem 5 states that a has
this form.)But nowwe may take y = S(CPl, ... , fj)k; (j~)= S(fj)l, ••• , (/ik; O'~'),
and the condition of Theorem 4 is satisfied.
Note that this corollary amounts to an algorithm for testing the complete­

ness of any set of reductions. A computer implementation of this algorithm
is facilitated by observing that the words aI, ... , a" 81,... , 8m of (5.9)
are precisely the words o~,... , (j~ obtained during the construction of
00,1, ft, ).2) in the proof of Theorem 5.

As an example of this corollary, let us consider the case when R contains
the single reduction
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Here /2 is a binary operator, and the relation }.~ 12 is the well-known
associative law, (Vl'V2)'V3 -->- Vl'(V2'V3), if we write (Vl'V2), for !2VIV2.
(Note that A > g, by the definition of § 2.)
Since!2[zVlV2Va has two nontrivial subwords, the corollary in this case

requires us to test a(/., A, }.) and a(A, !2VlV2, A). In the former case we ob­
viously have a very uninteresting situation where a' = a", so the condition
is clearly fulfilled. In the latter case, we may take

(J = a(/.,f2vlv2, I.) = !dd2VlV2V3V4,

a' = !2!2Vl!2V2V3V4,a" = fd2VjV2{2V3V4'

Both of the latter reduce to /2Vd2VdzV3V4, so the associative law by itself
is a "complete" reduction.
The argument just given amounts to the traditional theorem (found

in the early pages of most algebra textbooks) that, as a consequence of
the associative law, any two ways of parenthesizing a formula are equal
when the variables appear in the same order from left to right.
We may observe that the testing procedurein the corollarymay be simpli­

fied by omitting the case when }'l = ).2 = fl, since (J' = a". Furthermore
we may omit the case when f.l is simply a nullary operator /q, since in that
case we must have Al = /q_, and both (J' and a" reduce to the common
word y obtained by replacing all occurrences off, in 122 by 121. (The argu­
ment is essentially the same as the argument of "Case 1" at the beginning
of this section.)
6. Extension to a complete set. When a set of reductions is incomplete,

we may be able to add further reductions to obtain a complete set. In
this section we will show how the procedure of the corollary to Theorem 5
can be extended so that a complete set may be obtained in many cases.
First note that if R is a set of reductions and if Rl ~ R u f(l., 12)} where

A == 12 (R), then R, and R generate the same equivalence relation:

a == fJ (R) if and only if a == fJ (Rl). (6.1)
For if a == P (R) we certainly have a == P (R1); converselyif e ..• rp (Rl)
using the relation (A, e), it followsfrom A == 12 (R) that e == l' (R), and this
suffices to prove (6.1) since all applications of the extra reduction (A, e)
can be replaced by sequences of reductions using R alone.
Now if Rl = R U {(J., e)} and R2 =R U {(A', e')}, where

(6.2)

we can prove that Rl and R2 are equivalent sets of reductions, in the sense
that

a == fJ (R1) if and only if I'J. == f3 (R2). (6.3)

For both of these relations are equivalent to the condition a == P (Rl U R2)
by (6.l).
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Because of (6.3), we may assume that, for each reduction (A, e) in R,
both A and a are irreducible with respect to the other reductions of R
The following procedure may now be used to attempt to complete a

given set R of reductions.
Apply the tests of the corollaryto Theorem5, for all ),1, ),2, and fl. If in

every case (f~= (J~I,R is complete and the procedure terminates. If some
choiceof .1.1, 1'2, fl leads to (j~ * (J~I, then we have either (J~> (J~', (j~I > (f~,
or (J~* (J~'. In the latter case, the process terminatesunsuccessfully,having
derived an equivalence (J'~ == (f~' (R) for which no reduction (as defined in
this paper) can be used. In the former cases, we add a new reduction
((f~, (j~')or «(J~', (J~), respectively,to ~ and begin the procedure again.
Whenevera new reduction (;1', Q') is added to ~ the entire new set R

is checked to make sure it contains only irreducible words. This means,
for each reduction (A, g) in R we find irreducibleAo and eo such that Ie -+*)'0
and e -+ * Qo, with respect to R- {(A, Q)}. Here it is possible that ).0 = (20,
in which case by (6.1) we may remove ()., g) fromR Otherwisewe might
have Ao > Qo or eo > }'o, and (1, e) may be replacedby U.O, eo) or (eo, )'0),
respectively,by (6.3). We might also find that )'0 =1\= 120, in which case the
process terminates unsuccessfully as above.
Several examples of experiments with this procedure appear in the

remainder of this paper. It was found to be most useful to test short
reductions first (i.e. to consider first those )'1 and .1.2 which have small
weight or short length). Shorterwords are more likely to lead to interesting
consequenceswhich cause the longer words to reduce and, perhaps, eventu­
ally to disappear.
In practice, when equivalentwords cc and P are found so that ~ * f3,

it is often possible to continue the process by introducing a new operator
into the system, as shownin the examplesof the next section.

7. Computationalexperiments. In this section we will make free use of
more familiar "infix" notations,such as IX· f3, in place of the prefix notation
fjlX{3 which was more convenient for a formal developmentof the theory.
Furthermorethe word "axiom" will often be used instead of "reduction",
and the letters a, b, c, d will be used in place of the variablesVb V2, Va, V4.
The computational procedure explained in § 6 was programmed in

FORTRAN IV for an IBM 7094 computer, making use of standard
techniques of tree structure manipulation. The running times quoted
below could be improved somewhat, perhaps by an order of magnitude,
(a) by recodingthe most extensivelyused subroutinesin assemblylanguage,
(b) by keepingmore detailed records of which pairs (A1, A2) have already
been tested against each other, and (c) by keepingmore detailed records of
those pairs «(1;, Ie) of words for which we have already verified that a does
not have the form of A. These three improvementshave not been made at
the time of writing, because of the experimentalnature of the algorithm.
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Emmpk 1.Group theory L The first example on which this method was
tried was the traditional definition of an abstract group. Here we have
three operators: a binary operator 12 = . of weight zero, a unary operator
fa = - of weight zero, and a nullary operator 11 ::: e of weight one,
satisfying the following three axioms.

1. e- a-+ a. (''There exists a left identity, e.")
2. a=. a -+ e. ("For every a, there exists a left inversewith respectto e.")
3. (a. b). c -+ a- (b- c). ("Multiplication is associative.")

The procedure was first carried out by hand, to see if it would succeed
in deriving the identities a- e = a, a- - = a, etc., without making use of
any more ingenuity than can normally be expected of a computer's brain.
The success of this hand-computation experiment provided the initial
incentive to create the computer program, so that experiments on other
axiom systems could be performed.
When the computer program was finally completed, the machine treated

the above three axioms as follows: First axioms 1 and 2 were found to
be complete, by themselves; but when Al = o-, a of axiom 2 was super­
posed on ft = a- b of A2 = (a . b). c of axiom 3, the resulting formula
(a-. a).b could be reduced in two ways as

(a- .a).b -+ a- -ia-bv
and

(a-.a).b _,.e-b -+ b.
Therefore a new axiom was added,

4. a-.(a.b) ...•.b.

Axiom 1was superposed on the subword a. b of this new axiom, and
another new axiom resulted:

5. r.a-+a.

The computation continued as follows:
6. a---e -+ a from 2 and 4.

from 6 and 3.7. a==b -+ a-b
Now axiom 6 was no longer irreducible and it was replaced by

8. a-e -+ a.

Thus, the computer found a proof that e is a right identity; the proof is
essentially the following, if reduced to applications of axioms 1, 2, and 3:

a-e == (e·a)·e == ((a--.a-).a).e == (a--.(a-.a».e 3 (a--.e).e
== a=: ·(e.e) == a=>e == a--·(a-.a) == (a--.a-)'a
== e-a == a.

This ten-step proof is apparently the shortest possible one.
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The computation continued further:

9. e: -- e from 2 and 8.

(Now axiom 5 disappeared.)
100,.- -- a from 7 and 8.

(Now axiom 7 disappeared).
11. a-a: ...•.e
12. a·(b·(a·b)-) ...•.e

from 10 and 2.
from 3 and 11.

13. a.(a-·b) ...•. b from 11 and 3.

So far, the computation was done almost as a professional mathematician
would have performed things. The axioms present at this point were
1 2, 3,4, 8, 9, 10, 11, 12, 13 ; these do not form a complete set, and the
ensuing computation reflected the computer's groping for the right way
to complete the set:

14. (a.b)-·(a.(b.c») ..• c
15. b.(c.«b.c)-.a)) ...•.a
16. b.(c.(a.(b.(c.a)-)) ..• e
17. a.(b.a)- - b=

18. b·( (a·b)-·c) ..•ar-c
(Now axiom 15 disappeared.)

19. b.(c.(a.(b.c))-) ..•a
(Now axiom 16 disappeared.)
20. (a.b)- -+ b=:a:

from 3 and 4.
from 13 and 3.
from 12 and 3.
from 12 and 4, using 8.
from 17 and 3.

from 17 and 3.

from 17 and 4.

At this point, axioms 12, 14, 18, and 19 disappeared, and the resulting
complete set of axioms was:

1. e·a'" a
2.a-·a-e
3. ia-bv-c ...•.a-tb-c)
4. or-ta-b) ..•b
8. a-e ..• a

9. e" ..• e
10. a=: ..•a
11. a-a: - e
13. a·(a-.b) - b
20. (a·b)- -+ br-a:

A study of these ten reductions shows that they suffice to solve the word
problem for free groups with no relations; two words formed with the
operators " -, and e can be proved equivalent as a consequence of axioms
1, 2, 3 if and only if they reduce to the same irreducible word, when the
above ten reductions are applied in any order.
CPA 19
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The computer took 30 seconds for this calculation. Note that, of the 17
axioms derived during the process, axioms 5, 14,15,16, 18, 19 never took
part in the derivationsof the final complete set; so we can give the machine
an "efficiency rating" of I V17 = 65%, if we consider how many of its
attempts were along fruitful lines. This would seem to compare favorably
with the behavior of most novice students of algebra, who do not have the
benefit of the corollary to Theorem 5 to show them which combinations
of axioms can possibly lead to new results.
Emmple 2. Group theoryH In the previous example, the unary operator -

was assigned weight zero. In § 1we observed that a unary operator may
be assigned weight zero only in exceptional circumstances (at least under
the well-ordering we are considering), so it may be interesting to consider
what would happen if we would attempt to complete the group theory
axioms of Example 1, but if we made a "slight" change so that the - opera­
tor has positive weight.

From the description of Example 1, it is clear that the computation
would proceed in exactly the same manner, regardless of the weight of -,
until we reach step 20; now the axiom would be reversed:
20. b=:a: -+ (a-by',

Thus, (a·b)- = h[2ab would be considered as a "reduction" of the word
b-·a- = hf~ha; and this is apparently quite a reasonable idea because
(a. b)- is in fact a shorter formula.
But if axiom 20 is written in this way, the computation will never termi­

nate, and no complete set of axioms will ever be produced!
THEOREM 6. If the operator - is assigneda positive weight, no finite

romplete set of rnductions js equivalett to the /1DUP theoty aUoms

ta-bi-c -+ a-Ib-cy, e·a -+ a, a-·a -+ e.
Proof. Consider the two words

a, = Vn+1'(Vl'(V2 ..• '(Vn'Vn+l) ... ))-,

Pn = (Vl'(V2 . ,. '(Vn_l'Vn) ... ))-, n""" 2.
It is obvious that Pn is not equivalentto any lesser word in the well-ordering,
since all words equivalentto Pn have at least one occurrenceof each variable
VI. ••• , vn, plus at least n- 1 multiplication operators, plus at least one ••
operator. Since ~ is equivalent to Pm any complete set R of reductions
must include some (A, e) which reducesa,. Now no subword of IXm except a,
itself, can be reduced, since each of its smaller subwords is the least in
its equivalence class. Therefore a.n itself must have the form of ),; we must
have a, = S(fh, ... , 8m;.?) for some words 81, ... , Om-It is easy to see
that this means there are only a few possibilities for the word 1Now the
word
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is not equivalent to any lesser word in the well-ordering, so rx~cannot have
the form of A. This implies finally that }. :: a,,, except perhaps for per­
mutation of variables; so R must contain infinitely many reductions.
Bmmple 3. Group theorym Suppose we start as in Example 1 but

with left identity and left inverse replaced by right identity and right
inverse :

1. a-e -j. a
2. a·a - ..•.e
3. (a-br-a -+- a-tb-c).

It should be emphasizedthat the computationalprocedure is not symmetrical
between right and left, due to the nature of the well-ordering, so that this
is quite a different problem from Example 1. In this case, axiom 1 combined
with axiom 3 generates "a.(e. b) •..•.a- b", which has no analog in the system
of Example 1.

The computer found this system slightly more difficult than the system
of Example 1; 24 axioms were generated during the computation, of
which 8 did not participate in the derivation of the final set of reductions.
This gives an "efficiency rating" of 67%,roughly the same as in Example 1.
The computation required 40 seconds, compared with 30 seconds in the
former case. The same set of reductions was obtained as the answer.
Emmple 4. bwerse properly. Suppose we have only two operators• and •.

as in the previous examples and suppose that only the single axiom
1. a-.(a.b) ..•b

is given. No associativelaw, etc., is assumed.
This example can be worked by hand: First we superpose a- . (a. b) onto

its component (c- b), obtaining the word 0,.- .(a-.(a· b)) which can be
reduced both to a' b and to a--' b.This gives us a second axiom
2. a--·b ...•.a-b

as a consequence of axiom 1.
Now a:» (a.b) can be superposed onto a- - .b; we obtain the word

0,.- ·(a-·b) which reduces to b by axiom 1, and to a- (0,.. b) by axiom 2.
Thus, a third axiom

3. a·(a-·b) ...•.b

is generated. It is interesting (and not well known) that axiom 3 follows
from axiom 1 and no other hypotheses; this fact can be used to simplify
several proofs which appear in the literature, for example in the algebraic
structures associated with projective geometry.

A rather tedious further consideration of about ten more cases shows
that axioms1,2,3 form a completeset. Thus, we can show that a=> b == a- b
19"
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is a consequence of axiom 1, but we cannot prove that 0,.- == awithout
further assumptions.

A similar process shows that axioms 1 and 2 follow from axiom 3.
Bmmpk 5. Group theory Iv. The axioms in example 1 are slightly

stronger than the "classical" definition (e.g. Dickson [3]),which states that
multiplication is associative, there is at least one left identity, and that
fOr each left identity there exists a left inverse of each element. Our axioms
of Example 1 just state that there is a left inverse for the left identity e.
Consider the five axioms
1. (a-by-e _,. a.(b.c)
2. e-a _,.a
3. f-a _,.a
4. a=-o _,.e
5. aN.a _,.f

where e, f are nullary operators; - and '" are unary operators; and , is a
binary operator. Here we are postulating two left identities, and a left
inverse for each one. The computer, when presented with these axioms,
found a complete set of reductions in 50 seconds, namely the two reductions

f - e
a-_,. a

together with the ten reductions in Example 1. As a consequence, it is clear
that the identity and inverse functions are unique.

The derivation off _,.e was achieved quickly in a rather simple way, by
first deriving "a-, (a. b) _,. b" as in Example I, then deriving "r- b ..• b"
by setting a = I. and finally deriving "f ..•e" by setting b = f
Bmmple 6. Centrol groupoids I. An interesting algebraic system has

recently been described by Evans [5]. There is one binary operator. and
one axiom

1. (a.b).(b.c) _,.b.

Let us call this a "central groupoid", since the product (a. b). (b • c) reduces
to its central element b.The computational procedure of § 6 can in this case
be carried out easily by hand, and we obtain two further axioms
2. a·«a·b)·c) ..• a-b
3. (a.(b.c)).c _,. b-e

which complete the set.
Evans [5] has shown that every finite central groupoid has n2 elements,

for some nonnegative integer n: It is also possible to show [7] that every
finite central groupoid with n2 elements has exactly n idempotent elements,
i.e. elements with a- a = a. On the other hand, we can show (by virtue of
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the fact that the three axioms above form a complete set) that the free cen­
tral groupoid on any number of generators has no idempotents at all. For if
there is an idempotent, consider the least word a in the well-ordering such
that IX == (1.. IX. Clearly a is not a generator, and so a must have the form
IX = p. Y where o,~,and yare irreducible. Thus (p.y). (p.y) must be redu­
cible; this is only possible if y = p, and then p.p = a = a .(1. = P is not
irreducible after all. (This proof was communicated to the authors by Pro­
fessor Evans in 1966.)
Bxnmple 7.A "random' axiom Experiments on several axioms which

were more or less selected at random show that the resulting systems often
degenerate. For example, suppose we have a ternary operator denoted by
(x, y, z), which satisfies the axiom

1. (a, (b, c, 0), d) ....•.c.
Superposing the left-hand side onto (b, C, 0) gives the word

(b, (a, (b, c, a), b), d),
and this reduces both to (b, c, a) and to (b, C, d). Hence we find

(b, c, a) == (b, c, d).
Now the computational method described in § 6 will stop, since

(b, c, a) * (b, c, d).
But there is an obvious way to proceed: Since (b, c, 0);:::: (b, c, d), clearly
(b, c, 0) is a function of band c only, so we may introduce a new binary
operator . and a new axiom
2. (a, b, c) ...•.a-b.

Now axiom 1 may be replaced by
3. a.(b.c) -+ c.

Axiom 3 now implies
c-d == a.(b.(c.d» == a-d

and again we find c- d* a- d.Now as above we note that c- dis a function
only of d, and so we introduce a further operator $, a unary operator, with
the new axiom

4. a-b -+ b$.
Now axiom 2 is replaced by

5. (a, b, c) -+ b$
and axiom 3 reduces to

6. a$$ -+ a.

We are left with axioms 4, 5, and 6, and axiom 4 is irrelevant since the pur­
pose of the binary operator has been served. Thus, two words involving
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the ternary operator are equivalent as a consequence of axiom 1 if and only
if they reduce to the same word by applying reductions 5 and 6. The free
system on n generators has 2nelements.
Bmmpk8.Another"trnJoni' axiom. If we start with

1. (a.b).(c.(b.a)) -+ b,
the computer finds that

c == ((b.a).c).((a.b).(c.(b.a))) == ((b.a).c).b,
so ((b.a).c).b -+ c. This implies

b == (((b.a).c).b).(b.a) == c.(b.a),
and the original axiom now says

c == b.
Clearly this is a totally degenerate system; following the general procedure
outlined above, we introduce a new nullary operator e, and we are left with
the axiom

a-+ e.
The free system on ngenerators has one element.
Ex:ampk9. 'lhecanceUationlaw. In the previous two examples, we have

seen how it is possible to include new operators in order to apply this reduc­
tion method to axioms for which the method does not work directly. A
similar technique can be used to take the place of axioms that cannot be
expressed directly in terms of "identities". Our axioms up to now have
always been "identities"; for example, the reduction (a. b). c=a-Ib- c) means
essentially that

for all words a, b, C, (a-bi-c == a-tb-c).
A general reduction ~ -->- {J means that a == {J for all values of the variables
appearing in a and (J. Of course many mathematical axioms are not simply
identities; one common example is the 1ejtcancellationlaw

for all words a, b, c, if a-b == a-c then b == c. (7.1)

The left cancellation law can be represented as an identity in the following
way. Consider a function I(x, y) which satisfies the identity

/fa, a-b; -+ b. (7.2)
If 8 represents any set of axioms, let JI be the set of axioms obtained by
adding the left cancellation law (7.1) to J, and let JII be the set of axioms
obtained by adding the reduction (7.2) to 8 where {is a binary operator
which does not appear in 8. Now we assert that any two words not involving
(which can be proved equivalent in 8' can be proved equivalent in J". For
whenever (7.1) is used, we must have already proved that a· b == a- c, hence
I(a, a- b) == /fa, a. c), hence b== c by (7.2). Conversely, any two words IX and
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p not involving {which can be proved equivalent in JII can be proved equi­
valent in 8': For if (7.1) holds, there exists a binary operator (satisfying
(7.2); one such binary operator for example can be defined by letting/ex, y)
equal z if y can be written in the form X· z (here z is unique by (7.1», and
letting Ifx, y) equal x otherwise. This function {has properties which are in
fact somewhat stronger than (7.2) asserts, so if we can prove a == ~ under
the weaker hypothesesJ", we can prove a == f3 with 8'.

(The argument just given seems to rely on certain rules of inference not
admissible in some logical systems. Another argument which systematically
removes all appearances off from a proof of (X == f3 in the system JII' ==
== J U {(7.1), (7.2» can be given, but it will be omittedhere; we will content
ourselves with the validity of the more intuitive but less intuitionistic argu­
ment given.)
A system which has a binary operation . and both left and right cancella­

tion laws, but no further axioms, can be defined by

L Ifa, a-b) ..•.b
2. g(a·b, b) ..•.a.

Here f and g are two new binary operators.Axioms 1 and 2 are completeby
themselves,so they suffice to solve the word problem for any words involv­
ingf, ., and g. Two words involving only. are equivalent if and only if they
are equal.
If we add a unit element, namely a nullary operator e such that

3. e-a ..•.a
4. a-e ..•.a,

then the computer will complete the set by adding four more reductions:

5. fia, a) - e
6. I(e, a) ..•.a
7. g(a,a) -+ e
8. g(a, e) ...•.a.

Bmmple 10.Loops. Consider the axiom "for all a and b there exists c
such that a- c == b", This amounts to saying that there is a binary operation
"\" such that c= asb, i.e. that a' (a\b) == b. (This law is a companion to the
cancellationlaw (7.1) which asserts that at 1mSt one such c exists.)
In the mathematical system known as an abstract loop, we have the

above law and its left-right dual, so there are three binary operators " \,
and j which satisfy

1. a·(a\b) -+ b
2. (ajb).b ...•.a.
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There is also a unit element, so that
3. e-a -+ a
4. a-e -+ a.

The computer, whenpresented with these axioms, will generate
5. e\a ...•.a
6. ale ...•.a.

Axioms I through 6 form a complete set, but they do not define a loop;
two important axioms have been left out of the above discussion, namely
the left and right cancellation laws. So if we postulate two further binary
operators f and g as in Example9, with two further axioms

7. f(a, a.b) -+ b
8. gta-b,b) ...•.a,

the computer will now generate
9.f(a, b) -+ a\b
10. g(a, b) -+ alb
11. a\(a.b) -+ b
12. (a.b)/b -+ a

13. a/a -+ e
14. a\a -+ e
15. a/(b\a) -+ b
16. (a/b)\a-+b.

Axioms1, 2, ... , 6, 9, 10, ... , 16 form a complete set of reductions, and
if we remove axioms 9 and 10 (which merely serve to remove the auxiliary
functionsfandg) we obtain reductionsfor a free loop. This is a special case
of the complete set given by Evans [4] who also adds relations between
generators (i.e. between additional nullary operators).

Note that in Example 9 the cancellation laws had no effect on the word
problem, while in this case the rules 11 through 16 could not be obtained
from 1 through 4 without postulating the cancellation laws. On the other
hand, when the mathematicalsystem is known to be finite, the existence of a
solution c to the equation a· c == b, for all aand b, implies the uniqueness of
that solution. Thus laws 11 through 16 can be deduced from 1 through 4 in
a finite system, but not in a free system on a finite number of generators.

The generation of the complete set above, starting from 1,2,3,4, 7,8,
took 20 seconds. Axiom 9 was found quickly since

b\a == f(b, b.(b\a» == f(b, 0).
Emmple 11. Group theory V. An interesting way to define a group with

axioms even weaker than the classical axioms in Example 5 has been pointed
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out by O.Taussky [11]. Besides the associative law,
l. (a.b).c _,.a-Ib-c],

we postulate the existence of an idempotent element e :
2. e.e _,.e.

Furthermore, each element has at kast one right iTWerse with respect to e,
i.e. there is a unary operator - such that
3. a-a: _,.e.

Finally, we postulate that each element has at most one left iTWersewith re­
spect to e. This last assertion is equivalent to a very special type of cancella­
tion law, which is more difficult to handle than (7.1) :

for all a, b, c, if b-a == c-a == e then b == c. (7.3)

This axiom (7.3) can be replaced, as in Example 9, by identities involving
new operators. Let (be a ternary operator and g a binary operator, and
postulate the following axioms :

4. fee, a,b) _,.a
5. fta-b, a, b) _,.gia-b, b).

It is easy to see that these axioms imply (7.3). Conversely, (7.3) implies the
existence of such functions f and g, since we may define for example

tv if x == e
f(x, y, z) = - "

x, if X * e

{
z i f x == e and z- y == e

g(x, y) = 'x, if x * e or if there is no z such that z-y == e.
The latter function g is well defined when (7.3) holds.
Thus, axioms 4 and 5 may be regarded, just as in Examples 9 and lO, as

equivalent to (7.3), if we consider the word problem for words that do not
involve {and g. (Note: Actually a binary operation f(x,y) could have been
used, but since fia- b, a) * g(a. b, b), we used a ternary operation so that
axiom 5 could be considered as a reduction.)

The computer was presented with axioms 1 through 5, and an interesting
sequence of computations began. One of the consequences of axioms 1 and 3
alone is that

ea: : == (a.a-)·a-- 3 a·(a-·a--) == a-e. (7.4)

After 2 minutes and 15 seconds, the computation process derived its 29th
consequence of axioms 1 through 5, namely that 0,.- -a.This meant that
(7.4) became

e-a == a-e
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and the computer stopped since the definitions of § 2 imply that
e-a # a-e. (This is sensible for if we were to say e·a-a·e, the computer
would loop indefinitelytrying to reduce the word e.e.)
Now we restarted the process as in Examples 7 and 8 by introducing a

new unary operator $, with e-a == 0$.The axioms currently in the system
at that time were thereby transformed to include the following, among
others :

e$ ~ e
a$$ - 0$
a.e"" a$

e·a - a$
(ab)$ -+ a(b$)
gee, a$>~ a",

In order to make the well-orderingcome out correctly for these reductions
we changed the weight of . from zero to one, changed the weight off from
one to two, and made $ a unary operator of weight one which was higher
than . in the ordering of operators.
Another axiom in the system at this time, which had been derived quite

early by superposing3 onto 5 and applying4, was
gee, 0,.) -+ a.

This now was combinedwith the rule 0,.- -+ ato derive
gee, a) ...•.0,..

The reduction gee,a$)-a- now was transformed to
0$- ..• a-

and, with the law a- - ~ a, this became
0$- a.

Thus, the $ operator disappeared, and the traditional group axioms were
immediately obtained. After approximately 3 minutes of computer time
from the beginning of the computations,all ten reductions of Example 1
had been derived.
Actually it is not hard to see that, as in the discussion of Example 2,

axioms 1 through 5 cannot be completedto a finite set of reductions.After4t minutes execution time, the computer was deriving esoteric reductions
such as

fCc, c.(a-.b-), b.a) ~g(c, b.a).

Since the processwould never terminate, there was perhaps a logical ques­
tion remainingwhether any new reductionswould be derived (besides the
10 in the final set of Example 1) that wouldgive us more than a group. Of
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course we knew this would not happen, but we wanted a theoreticalway to
get this result as a consequence of axioms 1 through 5. This can be done
in fact, by adding new axioms

g(a, b) -+ a-b:
f(a, b, c) ..• b

to the long list of axioms derived by the machine after 3 minutes. These
axioms are now even stronger than 4 and 5, and together with the ten final
axioms of Example 1 they form a complete set of twelve reductions. Thus
we can be sure that axioms 1 through 5 do not prove any more about words
in ., -, and e which could not be proved in groups.
The computer's derivation of the laws of group theory from axioms

1, 2, 3 and (7.3) may be reformulatedas follows, if we examine the compu­
tations and remove references to {and g:

''We have e-o: : == a-e, as in (7.4), hence
a-e 3 e·a- - == (e.e).a- - == e-te-a: -) =:: e·(a·e) .

. ", a- - .e =:: e- (a- - .e) == (e. a- -) .e =:: (a.e).e 3 a- (e.e) == a· e.
. '. a-·(a·e) 3 a-.(a--.e) == (a-·a--).e 3 e-e == e.

So, by (7.3), 0,. is the left inverse of a-e, and similarly 0,.-- is the left
inverse of a- - .e =:: a- e. Hence

a - - ==-0,..
But now ais the left inverse of 0,. by (7.3) and axiom 3, and so 0,.- is the
left inverse of a- - - == 0" so

a za.

This implies that a- is the left inverse of a=:: 0,.-, so each element has a
unique left inverse. The left inverse of a-.e is (a· e) ", and we have seen that
the left inverse of a. e is a- .Iience (a- e) - = a-. Now, taking primes of
both sides, we see that a- e = a, and the rest of the properties of group
theory follow as usual."

A simpler proof can be given if we start by observing that (e.a).a - ==
== e-ta-a -) == e-e 3 e =:: a:a -';hence, by (7.3), e-a =::a.Now (a-ey-a: ==
== a.(e.a -) == a-a - == e; hence by (7.3), a-e =:: a.
The computer's proof is longer, but interesting in that it does not require

application of (7.3) until after several consequences of axioms 1, 2, 3 alone
are derived.
Bmmpk 12. (/, r) systems I. It is interesting to ask what happens if we

modify the axioms of group theory slightly, postulating a left identity
element and a right inverse. (Compare with Examples 1 and 3.) This leads
to an algebraic system which apparently was first discussed by A. H. Clif­
ford [1]. H. B. Marm [8] independently discussed this question, and called
the systems "(I, rl systems".They are also called "left groups" [2].
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Starting with the axioms

1. e·a-+a
2. a-a: -+ e

3. (a.b).c -+ a-tb-c),

the computer extended them to the following complete set of reductions:

4. e: ..•.e
6. a-ta: .b) ...•.b

10. a--·b-+a·b
16. a-.(a.b) -+ b
18. a=:': ...•.a,.

(The numbers 4, 6, 8, etc. which appear here reflect the order of "discovery"
of these reductions. The computation took 110 seconds. Of 26 axioms gen­
erated, 14 were never used to derivemembersof the final set, so the "effi­
ciency ratio" in this case was 46%.) These ten reductions solve the word
problem for free (/, r)-systems defined by axioms 1, 2, and 3.
Bmmple 13. (r, I) systems. Similarly,we can postulate a right identity

and a left inverse. This leads to an algebraic system dual to the system of
Example 12, so it is not essentiallydifferent from a theoretical standpoint;
but since the method of § 6 is not symmetricalbetween left and right, a
test of these axioms was worth while as a further test of the usefulness of
the method.
This set of axioms was substantiallymore difficult for the computer

to resolve, apparently because the derivation of the law (a- b)- == b=. a­
in this case requires the use of a fairly complex intermediate reduction,
(a.b)-.(a.(b.c»-c--, which would not be examined by the computer until
all simpler possibilities have been explored. When the roles of left and
right are interchanged as in Example 12, the steps leading to (a.b)- ::::
== b: ,a,. are much less complicated.
After 2t minutes of computation, the identity

was derived, and computation ceased because b=: . (a. b)- * (c. 0)-. c.
However, it is plain that this quantity is a function of aalone, so we in­
troduced a new unary operator $ and the rule (c. a)-. c-a $. After another2i minutes of computation the following complete set of 12 reductions
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for (r, l) systems was obtained:

b-ta-a) ->- b

b.(a.(a-.c») -+ b-e

a- .(a.b) -+ a-­

b·(a--·c) --. b·(a.c)

a·e -+ a

a-·a -+ e

(a·b).c ----a·(b·c)

e·a -+ a-- a--- -+ a-

plus the further reduction a$ -+ 0,. which was, of course, discarded.

Bmmpk 14. (I, rl systems H. If we introduce two left identity elements
and two corresponding right inverse operators, we have the five axioms

1. (a·b)·c -+ a.(b.c),

2. e-a -+ a,

3. j-a -+ a,

(Compare with Example 5.) After 2 minutes of computation, the computer
was only slowly approaching a solution to the complete set; at that point
35 different axioms were in the system, including things such as 0,.--­
+ a :>, a=:":" -+ ar>, a-a:":: -+ e, etc. ; just before we manually termin-
ated the computation, the reduction 0,. ~-. b -+ a-· b was generated.
It was apparent that more efficient use could be made of the computer

time if we presented the machine with the information it had already de­
rived in Example 12. Axioms 1, 2, and 4 by themselves generate a complete
set of 10 axioms as listed in Example 12, and axioms 1, 3, 5 generate an
analogous set of 10 with e and replaced by f and "'. Therefore we start­
ed the calculation again, with 19 initial axioms in place of the 5 above.
(In general, it seems worth while to apply the computational method to
subsets of a given set of axioms first, and later to add the consequences
of these subsets to the original set, since the computation time depends
critically on the number of axioms currently being considered.) Now a
complete set of consequences of axioms 1 through 5 was obtained after
2t minutes of calculation; this complete set consists of the following 21
reductions.
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a ca" ..• e,

a-e - a--,

I'" ----j;
1- _,.e;
f-a - a;
a·a'" -+ j;

a ...•.a~;
a-f - a-"';

(a·b)·c -+ a.(b.c);
a-·b - a-·b;

(a-by: - b=-o:',

a-·(a·b) - b,
(a.b)- - b=:a>;

a-ta=-F; - b;

It is clear from this set what would be obtained if additional left inverse
and right identity functions were supplied. Furthermore if we were to
postulate that a- == a=, then e == f. If we postulate that e == J, then it fol­
lows quickly that 0,.- == a>, hence a- == a=:: = a=> == a'",
Bmmple 15. (1, rl systems Ill.Clifford's paper [1] introduces still an­

other weakening of the group theory axioms; besides the associative law
1. (a.b).c - a.(b.c)

and the existence of a left identity
2. e.a - a,

he adds the axiom, "For every element a there exists a left identity e and
an element b such that b-a = e." This was suggested by an ambiguous
statement of the group theory axioms in the first edition of B. L. van der
Waerden's ModerneAlgebm [Berlin: Springer, 1930, p. 15]. Following
the conventions of the present paper, this axiom is equivalent to assert­
ing the existence of two unary operators, 'and *, with the following two
axioms :
3. a':« - cC',
4. a*·b - b.

Clifford proved the rather surprising result that this set of axioms defines
an (I, r) system; and that, conversely, every (I, rl system satisfies this set of
axioms. Therefore we set the computer to work on axioms 1, 2, 3, 4, to
see what the result would be.
After 2 minutes of computation, it was apparent that the system was

diverging; 32 axioms were present, including
e'''''* -- e""'*, a*"I1*_,.a*"II, a' a'"" -+ a'''''*



Word problems in universal algebras 293

and others of the same nature. It was not hard to show that, as in Exam­
ple 2, no finite complete set of reductions would be found by the computa­
tional method.

But there is a "trick" which can be used to solve the word problem for
words composed of the operators e, r *, and " by introducing two fur­
ther unary operators $ and # , such that a'» e := a # , a- a' == 0$. One of
the consequenceswhich the machine had derived very quickly from axioms
1,2, 3,4 was that a·Ca'.b) -+ b; so, putting b == e, we have a·a# == e.
Similarly the law a', (a. b) ..•. b had been derived, and it follows that
a' := a' ·(a·a') == a'·a$ := a' .(e·a$) == (a'.e).a$ == a# .0$.

Therefore if we take any word involving e, " *, and " we can replace
each component of the form a' by a# ·d.Then we have a word in the
operators e, *, " #, and $. For this new system, axiom 3 should be re­
placed by

3'. a# .(a$.a) -+ cC'.
We also know from the above discussion that the axiom
5. a·a# - e

is a legitimate consequence of axioms 1, 2, 3, 4, and since axioms 1, 2
and 5 define an (I, rl system we added their consequences
6. a·e ..•.a# #,

7. a# # # -+ a#,

etc., as determinedin Example 12. The following complete set of 21 reduc­
tions was now obtained for words in e, *, . , * ,and $ :

(a-by.c -+ a-tb-cy;
e·a - a, a·a* -+ e, a·e ....•..a# =If;

a# # # - a:jj:, a# o#=·b - a· b ;
a.(a:jj: .b) -+ b, a# .(a.b) - b;

(a.b)# -+ b# ·a#;
e# - e, e* -+ e;
a*·b - b, a$·b - b;

a# ·a - a*, a-a" ->- a;
cC'* - cC', (a.b)* ....•.b*;

a$ 0#= -+ e, cC'#-e, a#* ....•.e, a$* ....•.0$.
This complete set can be used to solve the original word problem presented
by axioms 1, 2, 3, 4.

Note that although, as Clifford showed, systems satisfying axioms
1, 2, 3, 4 are equivalent to (I, rl systems, the fim systems are quite differ­
ent. The free system on n generatorsgl, ... , gn definedby the axioms1,2,
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3 of Example 12 has exactly n+ 1 idempotent elements, namely e,
g~·gl"'" g~'gn; the free system on one generatordefinedby axioms1,2,3,4
of the present example has infinitely many idempotent elements, e.g.
a$ for each irreducible word a.
Bmmpk 16.CentrolgroupoidsH. (Compare with Example 6.) A natu­

ral model of a central groupoid with n2 elements is obtained by consider­
ing the set S of ordered pairs {(Xl, X2) Ix!' X2 ESo}, where So is a set of n
elements.If we define the product (Xl, X2)' (Yb Y2) = (X2' Yl), we find that
the basic identity (ab) . (b. c) = b is satisfied.
If X = (Xl, X2), it is the product of two idempotent elements (Xl, Xl)'

, (X2' X2). We have (Xl, Xl) = (x.x)·x, and (X2' X2) = x.(x·x), and this
suggests that we define, in a central groupoid, two unary functions
denoted by subscripts 1 and 2, as follows:
l. (a.a).a - al
2. a.(a.a) - a«

in addition to the basic axiom
3. (a.b).(b.c) -b

which defines a central groupoid.
For reasons which are explained in detail in [7], it is especially interest­

ing to add the further axiom

4. a2·b - a-b

(which is valid in the "natural" central groupoids but not in all central
groupoids) and to see if this rather weak axiom implies that we must have
a "natural" central groupoid.
This is, in fact, the case, although previous investigations by hand had

been unable to derive the result. The computer started with axioms 1, 2,
3, 4, and after 9 minutes the following complete set of l3 reductions was
found

(a1h ~ al, (a1h - ah

(a·b)! ...•.a2,
a·(b.c) - a-b-;

a2.b ->- a-b,

(a2h -+- a2, (a2)2 -+ a2;
(a.b)z -+- b i;
ia-bv-c - b i-c;
a-b ; - a-b;

The computation process generated 54 axioms, of which 24 were used in
the derivation of the final set, so the "efficiency rating" was 44%. This
is the most difficult problem solved by the computer program so far.
As a consequenceof the above reduction rules, the free system on n gen­

erators has 4n2 elements.
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Emmple 17. Central groupoids m. If we start with only axioms 1, 2,
and 3 of Example 16, the resulting complete set has 25 reductions:

(a.a).a - al,
al·a2 - a,
a·al - a·a,
(a.a)1 - a2,
(alh·a - all
al·(a.b) - a,
(a.bh.b - a-b,
(a·b1)·b ...•.bt,

a.(a.a) ..• az;
a2·al ..•.a·a;
a2·a - a·a;
(a·ah - al;
a.(a2h -+ a2;
(a.b).b2 - b;
a-ta-by« - a-b ;
a.(a2·b) - a2;

(a.a).(alh -+ al, (a2h·(a·a) - a2;
(a.a).(at·b) - at, (a.b2)·(b.b) -+ bI;
(a.(b.b))·bt - b-b, a2·«a.a).b) - a·a;

(a.b).(b.c) -+ b;
a.«a.b).c) - a-b, (a.(b.c)).c - b-e.

Of course these 25 reductions say no more than the three reductions of
Example 6, if we replace al by (c- a). a and a2 by a. (a.a) everywhere,
so they have little mathematical interest. They have been included here
merely as an indication of the speed of our present program. If these 25
axioms are presented to our program, it requires almost exactly 2 min­
utes to prove that they form a complete set.
&:ample 18. Some unsuccessful experiments. The major restriction of

the present system is that it cannot handle systems in which there is a com­
mutative binary operator, where

aob == boa.

Since we have no way of deciding in general how to construe this as a
"reduction", the method must be supplemented with additional tech­
niques to cover this case. Presumably an approach could be worked out
in which we use two reductions

IX -- {3and {3-- IX

whenever we find that a =={3but a*{3,and to make sure that no infinite
looping occurs when reducing words to a new kind of "irreducible" form.
At any rate it is clear that the methods of this paper ought to be extended
to such cases, so that rings and other varieties can be studied.

We tried experimenting with Burnside groups, by adding the axiom
a- (e- a) -e to the set of ten reductions of Example 1. The computer ahnost
CPA 20
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immediately derived
a-ib' ·a) == b-ia' .b)

in which each side is a commutativebinary function of a and b. There­
fore no more could be done by our present method.
Another type of axiom we do not presently know now to handle is a

rule of the followingkind:
if a ;$ 0 then a-a' -+ e

Thus, division rings would seem to be out of the scope of this present
study even if we could handle the commutativelaw for addition.
The "Semi-Automated Mathematics" system of Guard, Oglesby,

Bennett,and Settle [6] illustratesthe fact that the superpositiontechniques
used here lead to efficient procedures in the more general situationwhere
axioms involvingquantifiersand other logical connectivesare allowed as
well. That system generates "interesting" consequences of axioms it is
given, by trial and error; its techniques are related to but not identical
to the methods described in this paper, since it uses both "expansions"
and "reductions" separately, and it never terminates unless it has been
asked to prove or disprove a specific result.

8. Conclusions. The long list of examples in the preceding section shows
that the computationalprocedure of § 6 can give useful results for many
interesting and important algebraic systems. The methods of Evans [4] have
essentially been extended so that the associative law can be treated, but
not yet the commutative law. On small systems, the computationscan be
done by hand, and the method is a powerful tool for solving algebraic
problemsof the types describedin Examples4 and 6. On larger problems,
a computer can be used to derive consequencesof axioms which would
be very difficult to do by hand. Althoughwe deal only with "identities",
other axioms such as cancellationlaws can be treated as shown in Exam­
ples 9 and 11.
The method describedhere ought to be extended so that it can handle

the commutative law and other systems discussed under Example 18.
Anothermodificationworth consideringis to change the definition of the
well-orderingso that it evaluates the weights of subwords differentlyde­
pending on the operators which operate on these subwords. Thus, in
Example 11we wouldhave liked to write

fta-b, a) --+ gta-b, b),
and in Example 15 we would have liked to write

a' -+ a# .0$.
These were not allowed by the present definition of well-ordering, but
other well-orderings exist in which such rules are reductions no matter
what is substituted for aand b.
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The applirotion of romputers to rnsearch in
110"" associative aJgebros

LOWELL J. PAIGE

1.Introduction.The number of papers presented here at this conference
indicate a wide area of computer applicationsin algebraic research; group
theory, algebraic topology, galois theory, knot theory, crystallographyand
error correcting codes. I wish to confine my remarks to less specific
details, and I will indicate where the computer has been used in my own
research and in the work of others involvedwith non-associativesystems.
It seems to me that the computer can and does play different roles in

algebraic research.
I would classify the potential of computer assisted research in the fol­

lowing manner:
(A) The computer can provide immediate access to many examples

of any algebraic structure so that reasonable conjectures may be
formulated for more general (possibly machine free) investigation.

(B) The computer can be used for a search for counter-examples of a
generalconjecture.

(C) The computer can be used to provide the "proof' required in a
mathematical argument.

In the next section,I shall attempt to indicate by means of various exam­
ples where the computer has led to success and failure in the categories
listed above.Finally, I would like to suggestin the field of Jordan algebras
the possibility of computer assistance to attack the general problem of
identities in special Jordan algebras.
2. Examples of computer assisted research. My own introduction to

computer assistance in research arose in an investigation of complete
mappings of finite groups. This problem stems from an early attempt to
construct a finite projective plane by means of homogeneouscoordinates
from a neofield, and the problem for groups may be stated briefly as follows:
Let G be a finite group (wriffen multiplWatively) and let 8 be a bfiretion

orG. Forwhot groups G is themopping'Y}:x-+ x- ()(x) a lNJectionofG?
A complete solution for this problem in the case that G is abelian was

obtainedin 1947 [1].I obtained some fragmentary results for non-abelian
299
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groups in 1951 [2] and Professor M. Hall generalized the results for the
abelian case in 1952 [3].

It was at this time (1953) that I sought help from the computer and ob­
tained a detailed analysis of complete mappings for groups of small order.
The memory capacity of SWAC at that time prevented any large-scale
analysis, but the results were of such a nature that Professor Hall and I
reconsidered the problem. We gave a complete solution to the problem
for solvable groups and stated the following conjecture in 1955 [4]:

CONJECTURE: A jinite /1DUP G wlme Sylow 2-srJJgvuP js mn-cydic JXI&"

8eI!ilB a completemopping.
This conjecture has never been verified nor has a counterexample been

found. Computers could certainly provide more evidence, but the solution
of the problem has rather dubious applications to the original problem of
projective planes. There is, however, an interesting footnote to the conjec­
ture. I felt that I could provide a solution if the following published prob­
lem of 1954 were true:

PROBLEM. Let G beajiriJe groupandS2 aSylow 2-subgroup.In the coset
decomposawnofG by S2, does thereexist an element of oddonJerineoch
roset ?
The problem remained unsolved until Professor John Thompson pro­

vided a counterexamplein 1965. His examplewas the group of 2 x 2 unimod­
ular matrices over the Galois Field GF(53). It is easy to see that the Sylow
2-subgroup of Thompson's example is non-cyclic, and there is reason to
suppose that this example might provide a counter-example to our original
conjecture;however, the order of this group (148,824) makes it seem unlike­
ly that even today's computers would be capable of providing the answer.

My experience with computers and 10 x 10 orthogonal lattice squares
was not a particularly successful venture. In 1958, I wrote, "consequently,
the total time necessary to do an exhaustive search for latin squares ortho­
gonal to our example would be approximately 4.8 X 1011machine hours".
Perhaps the time computationwas correct but we are all well aware that the
counter-example to Euler's conjecture was provided the next year.
An example of a computer-providedcounter-exampleto another of Euler's

conjectures occurred last January when L. J. Lander and T. R. Parkin
published the following numerical relation [5] :

275+845+1105+1335 = 1445.

Let me turn now to an example from loop theory for a more favorable
experience with a "machine suggested" conjecture. First, a brief review of
the pertinent loop theory.

Two loops (G, .) and (H, X ) are said to be isotopic if there exists a triple
of bijections ((X, p, y) of G to H such that

(xcx)x (yP) = (x·y)y
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for all x, y of G . Professor R. H. Bruck raised the following problem in
1958 [6]:

Find nemssary and su/Jitiett contlmons upon a loop G monJerthot every
loop jsotopic to G js isotmrpNc to G.

The answer to this problem, as was pointed out by Bruck, would have
interesting interpretations to projective planes.

It is well known that a group G has the property that it is isomorphic to
all of its loop isotopes. A student at the University of Wisconsin, working
under the direction of Professor H. Schneider, examined all loops of order
7 on a computer and discovered that the only loop isomorphic to all of its
loop isotopes was the cyclic group. He has proved subsequently that any
loop of prime order satisfying the property that it was isomorphic to all of
its loop isotopes must be the cyclic group. Moreover, I understandthat he is
now considering a generalization of this result to loops of prime power
order.

Another example which comes to mind involves a question raised by Pro­
fessor T. A. Springer [7] concerning elements in a Chevalley group; specifi­
cally,

"Is the centralizer, Gx' of a regular unipotent element .t, an abelian
group ?"
Dr. B. Lou, working under the direction of Professor Steinberg at the

University of California, Los Angeles, has given the answer to this ques­
tion in those cases left open by Springer, and a considerable portion of her
work in the associated Lie algebras was done on a computer.

It would be a matter of serious negligence in surveying the applications of
computers to non-associative systems if one were not to mention the work
of Professor Kleinfeld [8] on Veblen-Wedderburnsystems with 16 elements,
or that of Professor R. Walker [9] in extending these results to a listing of
finite division algebras with 32 elements. Finally, the work of Professor
D. Knuth [10] in providing new finite division algebras is an excellent
example of computer assisted research.

3. Jordan algebra identities. The problem of determining identities
satisfied by the elements of a non-associative algebra is one area in which
the computer could be expected to make research contributions. For exam­
ple, Professor R. Brown of the University of California has discovered an
identity in one variable for certain algebras arising in his investigation of
possible representations of the Lie group associated with E7·

Professor M. Osborne of the University of Wisconsin has published all of
the possible identities of degree 4 or less for commutative algebras. These
were done without the aid of a computer. However, Professor Koecker of
Munich has sought computer assistance in determining all possible identi­
ties of a non-associative algebra where the degree of the identity is restrict­
ed to degree 6 or less. The early estimates of the machine time required for
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this problem are of the order of 107 years and hence it seems appropriate to
make rather severe restrictionson the type of identities desired. I would like
to illustrate the possible use of the computer with an example from the area
of Jordan algebras.
Let us recall a few facts concerning Jordan algebras. An abstract Jordan

algebra m over a field (/J is a non-associative algebra satisfying the identities

ab=oo,
(a2b)a = a2(ba)

for all a, b EW.
The simplest examples of Jordan algebras arise from associative alge­

bras. Thus, let m be an associativealgebraover a field (/J of characteristicnot
two. In terms of the associative multiplication of elements in m, written
a' b, define a new multiplication

ab = t(a·b+b·a).
If we retain the vector space structure of 2( and replace the associativemul­
tiplication, a' b, by the new multiplication, ab,we obtain a Jordan algebra
which we denote by W+ .

If a Jordan algebra ~ is isomorphic to a subalgebra of an algebra m+
(m associative), then ~ is called a special Jordan algebra. One of the fasci­
nating aspects of Jordan algebras is that there exist Jordan algebras which
are not special; these Jordan algebras are called exceptional.

The best known example of an exceptional Jordan algebra is constructed
as follows: Let C be an eight-dimensional generalized Cayley algebra over
the field (/J. Denote the involution in C by x -+ X, where x + x E(/J. Consider
the set H(C) of 3 X 3 matrices

(;;~l
b ii y ,

where a, p, Y Erp and a, b, c EC; i.e. the hermitian 3X3 matrices. Multipli­
cation for the elements of H(C) is the usual Jordan product

xy = t[X' y+ y'x]

and it is not difficult to see that H(C) is a Jordan algebra. Professor A. A.
Albert and I [11] have shown that H(C) is not the homomorphic image of
any special Jordan algebra, and this implies that there are identities satisfied
by special Jordan algebras which are not valid for all Jordan algebras.
A search for these identities presents interesting possibilities for a com­
puter.
In order that I might sketch a possible attack on the problem of identities

in special Jordan algebras, we shall need a few more results about special
Jordan algebras which are due to Professor P. M. Cohn.
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Let ACn) be the free associative algebra on the set of generators
{Xl. X2, ' • " xn} and denote by J~n) the Jordan subalgebra of A(n)+ gener­
ated by {Xl, X2, , , , ,x,}, On ACn) define a linear mapping x-+x*, the
reversal operator, by the equation

for monomials consisting of products of the generators Xl, X2, ' , , , Xn'
Since the monomialsform a basis for A(n), the reversal operator * is uniquely
determined and

(xy)* = y*x*, X** = X

for all x, Y EAcn), An element x of A(n) is said to be reversible (symmetric) if
x* = x. The set of all reversible elements HCn) of A(n) is easily seen to be a
Jordan subalgebra of A(n)+ ; furthermore,

H(n) ;;: J&n)

for all n. Cohn has shown that
H(2) 2:: J~2) and H(3) :::: J~)

and otherwise J~n) is properly contained in HCn).
The exceptional Jordan algebra H(C) described earlier is generated by

three elements, Hence, it is the homomorphic image of the free Jordan
algebra )(3) on three generators, On the other hand, H(C) is not the homo­
morphic image of )~3)(the free special Jordan algebra on three generators),
Thus, we know that the natural homomorphism v from

v : J(3) -+ )63)
has a non-zero kernel K(3). A basis for K(a) has not been found, Professor
Glennie [12] has shown that there are no elements of degree less than 7 in
K(3) and that there are elements of degree 8 in K(3), It should be clear that
any non-zero element of K(3) will provide an identity for special Jordan
algebras which is not valid for all Jordan algebras,
The importance of Cohn's relationship, H(3) ~ J&3>, lies in the fact that we

have an explicit way to write the elements of the free special Jordan algebra
J~3) in terms of reversible elements, Hence, treating )~3)as a graded algebra
(by degree), we can compute the number of basis elements of a fixed degree,
For example, if we let the generators of J~3) be a, b and c, then the number
of basis elements for the vector subspace sparmed by all elements of total
degree8 and degrees3,3 and 2 in a, b and c respectivelyis 280,
A computer attack for the determination of the elements in K(3) for the

natural mapping

may now be described,
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We may linearize the defining identity (a2b)a = a2(ba) of a Jordan algebra
to obtain the identities:

(wx)(yz) + (wy)(zx) + (wz)(xy)
= [w(xy)]z+ [w(yz)]x+ [w(zx)]y (3.1)

and

w[x(yz)]- w[(xy)z]
= [(wx)z]y + [(wy)z]x - [(wz)x]y - [(wy)xjz. (3.2)

Again, for convenience, let us denote the generators of J(3) by a, band c. If
we are interested in the identities of degree 8, then we might as well restrict
our attention to identities involving the generators a, b and c. Moreover,
it is known that any identity linear in one of the generators is valid for all
special Jordan algebras [13].Hence, we may begin by considering those of
degree 3 in a, degree 3 in b and degree 2 in c.

We can now proceed to select w, x, y, z in (3.1) and (3.2) in all possible
ways so as to yield monomials a'1fc"l compatible with the total degree
being 8 and involving a, b and c to the total degree 3, 3 and 2 respectively.
This will give us a set of homogeneous equations in the various monomial
elements of J(3). Many duplications will be present and obvious reductions
may be made by using the commutative law. Let us assume that we have p
equationsin m elements. The m elementsmay be ordered and we proceed to
reduce the equations to echelon form.
Graphically, we would reach a stage where our equations would have

the form

k

p ~tions
zeros

.- '*

zeros

The diagonal elements would be non-zero and the k elements would span
the vector subspace of elements of J(3) of total degree 8 and degree 3, 3 and
2 in a, b and c. We know that k » 280, since the homomorphism v would
imply that a similar reduction could be made for the corresponding ele­
ments of J~3).
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If k = 280, then we could show that v was bijective on the elements of
degree 8 and of the form we are considering. This is not the case.
If k > 280, then we could select 281 of the k elements and take their im­

ages in J~3). We could then express one of these elements in terms of the other
280 and this would provide an identity valid in '63)and not in J(3); hence an
element of K(3). In this manner we would probably obtain K- 280 elements
of K(3) and consequently a basis for K(3).

The beginning of this program had been established when Professor
Glennie informed me of a method which appeared to be more promising.
Details will be found in the following paper in this volume.
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C. M. GLENNIE

THEmain part of this paper is the calculation of the dimensions of certain
subspaces of Jordan algebras. From a knowledge of these dimensions we
deduce a theorem on identities in Jordan algebras. This is given in the third
and final section. In the first section we set up some notation and give some
preliminary results. The results are not new but it is convenient to gather
them together here. The second section gives the statement and proof of the
main theorem. The reader should consult the preceding paper by L. J. Paige
in this volume for background material.

1. We shall work throughout over a fixed but arbitrary field of charac­
teristic zero and shall not refer to the ground field again. The restriction on
the characteristic can almost certainly be relaxed but this would require
further investigation which we have not carried out. We shall be working in
certain free Jordan and free associativealgebrasand shall use a, b, e, . . . to
denote the free generators. In particular places we shall writep, q, r, ...
insteadof a, b, e, . . . when the result we are stating remains true if the
variables are permuted or if we wish to indicate a typical monomial. The
element pqrs+srqp in an associative algebra will be denoted by pqrs, and
called a tetrad. Similarly pqrst + tsrqp is pqrst and so on. Tetrads such as--------
abed, deba, aeef, feca in which the letters appear in alphabetical or reversed
alphabetical order will be called ordered tetrads. As associative products
occur only under bars we shall also use juxtaposition to denote the Jordan
product -tpq. Products in the Jordan algebras will be left normed, i.e. xyz
means (xy)z and so on. We use the following notation.

L(11) subspace of the free Jordan algebra on n generators spanned by
monomials linear in each generator,

M(n) subspace of the free special Jordan algebra on n generators
spanned by monomials linear in each generator,

N(Il) subspace of the free associativealgebra on n generatorsspanned
by the in! elements w arising from the n!monomials w linear in
each generator,

S(n) (n ;;..2) subspace of L(n) spannedby monomialspw wherew is a
monomial linear in each of the generators other than p,

'.YJ7
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T(n) (n ;<!o 3) subspace of L(n) spannedby monomialsJ¥V wherew is a
monomial linear in each of the generators other than p and q,

U(n) (n "'"2) subspace of s(n) spanned by monomials pw withp=!=a,
V(n) (n "'"3) subspace of 7fn) spanned by monomials pqw with p =!=a

and q =Fa,
[ W] subspace spannedby the subsetW of a vector space,
R(x) the mapping y -+- yx, x and y elements in the Jordan algebra

under consideration,

P(x, y, z) R(x)R(yz) + R(y)R(zx) + R(z)R(xy),
Q(x, y, z) R(yz)R(x) + R(zx)R(y) + R(xy)R(z),
Sex,y, z) R(x)R(z)R(y) + R(y)R(z)R(x).

With the above notation the linearized form of the Jordan identity
xyy2= xy2y is

or
xP(y, z, t) = xQ(y, z, t)
xR(yzt) = xP(y, z, t)-xS(y, z, t).

(1)
(2)

From (1) and (2) we have at once

xR(yzt) = xQ(y, z, t)-xS(y, z, I).
It is clear that M(n) ~ N(n). We have also

(3)

LEMMA 1. For n ;,..3, U(n)+ V(n) = Un).

Proof. Let w EUn). Then w is a sum of elements aRwhere Ris a mono­
mial in operators R(x) and each x is a monomial in some of the genera­
tors b, c, .... If x contains more than two generators then by (2) R(x) can
be expandedas a sum of words Illy) where each y contains fewer generators
than x. Repeating such expansions as often as necessary gives the result.

COROLLARY. 5'(n) +T(n) = Un) and tKn) + V(n) = Un).
LEMMA 2. dim tKn)"".,n dim L(n-I), dim 7fn) ~ In(n-l) dimL(n - 2),

dim U(n).". (n - 1) dim L(n - 1), dim V(n)""., ten - i)(n - 2) dim L(n - 2).

Proof. The proofs of these inequalities follow at once from the definitions
of S(n), etc.

The following relations, in which p, q, r, . . . denote distinct elements
from b, c,d, ••• and x is a monomial in the remaining generators, are either
clear from the definitions of the operators or follow easily from (1), (2), (3)
and previous relations in the set.

xQ(p, q, rl E urn)
xP(p, q, r) E U(n)
xS(p, q, r) E U(n)
xR(pqr) E U(n)

(4)
(5)

(6)
(7)
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x(qr(st» - xQ(q, r, st) E U(n)
x(qr)(st) - XQ(q, r, st) E urn)

xp(qr(st»-xP(p, qr, st) E U(n)

x(qrp)(st) +x(stp)(qrl ~ xQ(P, qr, st) E U(n).

309

(8)
(9)

(10)
(11)

The following lemmas are due to Cohn. Proofs will be found in [1].
LEMMA 3. abed,.(sgnn)pqrs E M(4) wherep, q, r, s is thepermutation:it

ora, b, e,d.
LEMMA4. M(n)+[W(n)I=N(n)jOrn= 1, ... ,7 whereW(n) = cP (the

emf!tY set) fi!r n = 1,_2, 3, W(4) = {abed}, W(5) = .{pqrst}, W(6) =
= tpqrstu+pqrsut, pqrs(tu), pqrstu-pqrsut}, W(7) = {pqrshw+pqrsutv,
pqrs(tu)v,pqrshw-pqrsittv}. In the cases n = ~ ~ 7 the set is to include all
elementsobtained by replacingp, q, r, ••• by ~ permutationofa, b, C, •••
suchthot pqrs is unordered tetrad.

Let U be a subspace of the vector space V and W = {WI. ••• , w,} be
a subset of V. If rj (i= 1, ... , m) denotes the relation

amongst the elements of W and R = {rh . . . , rm} we shall call the mX n
matrix A = (A;j) the word-relation matrix for WandR. We have

LEMMA5. dim (U+[ WI) .,;;dim U+(n-rank A).
Proof. Let r= rank A. We can find r elements from W each expressible

as a linear combination of some element in U and the remaining nor ele­
ments of W. So U+[W] is spanned by any basis of U together with n-rele­
ments from W, and the result follows.

2. THEOREM1. Forn= 1, ... , 7, dim Un) = dim M(n). 'The dimensions
me lPSpBCtively 1, 1, 3, 11, 55, 330, 2345.

Proof. The mapping a"" a, b -+- b, etc., can be extended to a linear
transformation of Un) onto M(n). So dim M(n).,;; dim Un). For each n
we now find a number d{n) such that dim Un).,;; d{n) and dim M(n) ;;:..d{n).
It follows at once that dimL(n) = dim M(n) = d{n). We shall use wen)
to denote the number of elements in W(n). For simplicity we write L
for Um) and so on when dealing with the case n = m.

n = 1. Take d= 1. Lis spanned by a single monomial. So dim L •••d.By
Lemma 4, M = N. So dim M = dim N = 1 "'"d.
n = 2. Take d = 1. L is spanned by the single monomial 00. So

dim L .,;;;d. By Lemma 4, M = N. So dim M = dim N = 1 "'" d.
n = 3. Take d = 3. L is spanned by abc, bca, cab. So dim L •••d. By

Lemma 4, M =N. So dim M = dim N = 3 ;;..d.
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n= 4. Take d= 11. Lis spanned by the twelve monomials upqr, ap(qr),
a(pq)r (see proof of Lemma 1).These are subject to the relation

aP(b, c, d) = aQ(b, c, d)
and the word-relation matrix has rank 1. So by Lemma 5 (with U = {O})
dim L"" 11 = d. From Lemma 4 we have that M+ [W] = N where w = 1.
So dim M;;:. dim N - dim [W] ;;;.,dim N - w ;;.. 12-1 ::::11 = d.
n = 5. Take d= 55. Since pqr(st) = stR(pqr) = stQ(p,q, r)-stS(p, q, rl

we have that VC U and U = L. Then dim L = dim U"" 5 dim L(4) =
= 5xll = 55 = d. From Lemma 4, M+[W] = N with w = 5. So
dim M"", dim N •••w = 60- 5 = 55 = d.
n = 6. Take d = 330. From Lemma 2, dim U"" 5 dim U5) = 275. V is

spanned by (i) 60 elements apqr(st), (ii) 30 elements a(pq)r(st), (ill) 30 ele­
ments ap(qr)(st). From (1), (8), (9), (10), (11) we have

ap(qr)(st) - a(qrp)(st) - a(stp)(qr) E U.
Defining T(p, q, r, s, t) as

[Q(q, r.e) - S(q, r, p)]R(st) + [Q(s, t, p) - S(s, t,p)]R(qr)
we have

ap(qr)(st) - aT(p, q, r, s, t) E U. (12)
Also, from (5):

apqP(r, s, t) E U
a(pq)P(r, s, t) E U.

(13)
(14)

and from (1) :
aP(p, q, r)R(st) - aQ(p, q, r)R(st) E U. (15)

(12) to (15) give respectively 30, 20, 10, 10 relations. Setting up the word­
relation matrix for the 120 spanning elements of V and these 70 relations we
get a 70x 120 matrix of which the rank is 65. Then by Lemma 5,
dim (U+ V) ~ dim U+(120-65). So

dim L".;;; dim (U+ V) ".;;;275f 55 = 330 = d.
From Lemma 4, M+ [W] = N with w = 45. Now let W' be the subset

of W consisting of the 30 elements pqrstu+pqrsut, pqrs(tu), and let N' =
= M+ [ W']. We have 45 relations amongst elements of W- W' obtained
from

dxxJef - dxxl/i! + btxifa - bahf + aifdJ ~ + (ijfrb- CiiQbe E N'
(16)

by permuting a, b, c, d, e, f and using Lemma 3. We have a further 6 rela­
tions obtained from

cdefab - cdefba +deflx» defbca+efbcad - 'if'jiiJa

+ fbcdae - fbcdea + bahf - btxifa E N (17)
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by permuting a, b, c, d, e, f and using Lemma 3. (16) is the linearized
form of

abcdob-abcdba E N'
which comes from

acdb-a - ·cdb2aa +cdb2a2 bdca-b +dca2bb - dca2b2 = 0
using Lemma 3 and

pqrst = qrs~ 18tpqfstpq_p. tpqrs+pqrst. (18)

(17) comes from L (odefub- cde/(ab» = 0 where the sum is taken over
the cyclic permutationsof b,c,d,e, f and Lemma 3 is used where neces­
sary. The rank of the word-relationmatrix for the 15 elements in W- W
and the 51 relations above is 15. So dim N = dim (N'+ [W- W']) ""
dim N'+15-15 = dim N'. Whence N = N'. So dim M;:;.,dim N-30 =
360-30 = 330 = d.
n= 7. Take d= 2345. From Lemma 2, dim S.". 7 dimU6)= 7x330=

= 2310. V is spanned by elements of types (i) apqrs(tu), (ii) a(pq)rs(tu),
(iii) ap(qr)s(tu), (i v) apq(rs)(tu), (v) a(pq)(rs)(tu). Now tuR(apqrs),
tuR(a(pq)rs), tuR(apq(rs», and tuR(a(pq)(rs» are in S. This follows at
once on expandingthe operatorRusing (3) and then using (3) again where
necessary. So L = S+ V is spanned by S and the set of 180 elements
ap(qr)s(tu). Now let X be the set of the 48 elements of type (iii) in which
q = b and t = c or q:::: C and t = b. Consider the following table, in which
each element is to represent the set of elements obtained from it by
replacingp, q, r, s by all permutationsof d,e, f,g:

ap(bq)r(cs) ap(cq)r(bs)
ap(qr)b(cs)
ab(pq )r( cs)
ab( cp)q(rs)

ap(bq)c(rs)
ap(qr)s(bc)
ab(pq)c(rs)

ap(cq)b(rs)
ap(bc)q(rs)
ac(pq)b(rs)

ap(qr)c(bs)
ac(pq)r(bs)
ac(bp)q(rs)

Each elementin the table can be expressedmodulo S as a linear combina­
tion of elements in higher rows. Thus, for example:

ap(qr)b(cs) = -ap(bq)r(cs)-ap(br)q(cs) (mod S)

since apQ(q, r, b)R(cs) = apP(q, r, b)R(cs) and the elements in this last
expression are all of type (iv) and so in S. The expressionfor ab(cp)q(rs)
arises from
cpQ(a, b, q)R(rs) + rsQ(a, c, p)R(bq) + bqQ(a, r, s)R(cp) - aQ(bq, CP,18)E S.
So we now have that S+ [X] = L.But there are further relationsmodulo
S amongst the elements of X. These are:

I ap(bq)r(cs) E S (19)
I ap(cq)r(bs) E S, (20)

CPA 21
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where in each case s is fixed as one of d, e, J, g, and the sum is taken as
p, q, r run over all the permutations of the remaining variables, and

ap(bq)r(cs) + ap(cq)r(bs) - ar(bp)s(cq) - ar(cp)s(bq) E S, (21)
where the sum is taken asp, q run over the permutationsof two of the vari­
ables and r, s over the permutationsof the remaining two. For (19) it is
sufficient to show that ap(bp)p(cs)is in S for (19) can then be obtained by
linearization. But 2ap(bp)p(cs) + abpp(cs) ESand abp2p(cs) = abpp2(cs) ES
(20) is obtained similarly. (21) is the linearized form of ap(bp)r(br)
ar(bp)r(bp) E SNow
8[ap(bp)r(br) - ar(bp)r(bp)] == 8 [ap(bp)r(br)+ ap(br)r(bp)+ar(br)p(bp)]
(by (19) and (20») == 2(abp2br2+ apr2pb2 + arb2rp2)

== _ a[R(b2p2)R(r2)+ R(p2r2)R(b2)]
+ R(r2b2)R(p2)

== aP(b2, p2, r2) == 0 (all congruencesmod S).
We now have 14 relations (4 each of (19) and (20) and 6 of (21» amongst

the 48 elements of X, and the word-relationmatrix has rank 13. So

dim L = dim (S+ U) "'"dim S+(48- 13) "'"2310+35 = 2345= d.
Now M+ [W] = N from Lemma4. If W' consists of the 210 elements
pqrstuv+pqrsutv, pqrs(tu)v it follows from work done in the n = 6 case
that M+ [W'] = N. Also we have

pqrsqsp +pqrssqp + qprspsq + qprsspq E M. (22)
To establish (22) we use the following (congruencesare modulo M):

8p2q2rs2 = p2q2rs2 + q2p2rs2+ rq2p2s2+ rp2q2s2

== 8pq2rs2p + 8qp2rs2q
pq2rs2p == 2rs2pqqp == 4pqrsqsp
pq2rs2p == 2pq2rssp == 4rspqsqp == 4pqrssqp

and the relations obtained by interchanging p and q. If we linearize(22)
and substituteall permutationsof a, b, c, ~ e, 1, g we obtain 315 relations
correspondingto the 3 15 words pq(rs)t(uv). But we knowthat dim (S+ U)
-dim S "'"35. So at most 35 of these relations are linearly independent.
If we choose 35 relations correspondingto 35 words in U which are line­
arly independentmod S we can set up the word-relationmatrix for these
and the 105 words of W' involved in them. The rank of this matrix is 35
(see comment at end of proof of theorem). So dim M "" dim N-(210-35)
= 2345= d. This completes the proof of the theorem.
Comment. The proof requires at several stages the calculation of the

rank of a matrix. In all cases but the last this calculationwas carried out
by hand. The work involved is not as bad as might be feared because of the
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large number of zero entries and the pattern of blocks within the matrix.
For the last matrix (which has 35 rows and 105 columns) use was made of
the KDF9 computer at Edinburgh University. The program was designed
to print out a basis for the space of vectors x such that xA == 0 for a
given matrix A. In the present case the matrix was augmentedby five rows
known to be linearly dependent on the chosen 35. The print-out showed
correctly the known linear dependences and this was regarded as being a
check on the accuracy of the program.
3. In [2],the cases n ~ 5 of Theorem 1were proved although no explicit

values for the dimensions were established. An example of an identity
in three variables valid in all special Jordan algebras but not valid in all
Jordan algebras was given. This identity is of total degree 8, so in a line­
arized form shows that Theorem 1 is not valid for n > 7. The following
theorem, which is a corollary of Theorem 1, bridges the gap left in [2]
for n = 6, 7.

THEOREM 2.A multilinear-identity of total degree 6or7 whidt is valid in
all speciol JJrdon algebros is valid in all JJrdon algebros.

It should be possible using the methods of Part 2 to find dim U8),
dimM(8) and the degree 8 multilinear identities holding in special Jordan
algebras but not in all Jordan algebras. These correspond to the elements
in the kernel of the canonical linear transformation of U8) onto M(8).

I should like to record my gratitude to Mr. J. K. S. McKay for his
encouragement in general and his help with the programming and com­
puter work in particular.

REFERENCES
1. P. M. COHN: On homomorphic images of special Jordan algebras. Canadian J. Maths,

6 (1954), 253-264.
2. C. M. GLI!NHIE: Some identities valid in special Jordan algebras but not valid in all

Jordan algebras. Pacific J. Maths. 16 (1966), 47·59.

21 '



On property D neofields and some problems
concerning orthogonal latin squares

A. D. KEEDWELL

THE concept of the property D neofield arose from the attempt to find an
explanation for the non-existence of pairs of orthogonal latin squares of
order 6. The intention was to formulate a standard method of construct­
ing a pair of orthogonal squares of any sufficiently small order r distinct
from 6. The reason for failure when r = 6 could then be observed.
The standardmethod devised (which is reported fully in [1]) is essentially

a modificationof the Bose method for constructinga complete set of mu­
tually orthogonallatin squares from a field. This constructioncan be exhib­
ited as follows. One square Ll is the Cayley table of the addition group
of the field and its rowsmay be regardedas permutationsSo == 1, S1, S2, ... ,
Sr-l of its first row. If 0, 1, x, ... , xr-2, denote the elements of the field,
the remaining squares Li (i = 2, 3, ... , r- 1) are as follows

H = 0.Mi-lS0 1.Mi-1SO x,-2Mi-ISo
0.Mi-1S1 1.Mi-lSl xr-2Mi-lS1

0.Mi-ISr_1 1.Mi-lSr_1 xr-2 Mi-ISr_I

whereM =- (0)(1 X x2 ••• xr-2) and the first columns of all the squares are
the same.

Since the squaresLl = {So,SI, ... ,S,-I} andi;= {MSo, MS1, ••• ,MSr-1}
are orthogonal, it follows from a theorem due to H. B. Mann that the
permutations S;l MSo, SlIMS}, ... , S;.!IMSr_I are a sharply transitive
set. Conversely, when these permutations form a sharply transitive set,
the squares L, and Li will be orthogonal.It is useful to observe that, again
by a result due to H. B. Mann, the squares Ll and L2 = {MSoM-l,
MS1M-I, ... , MS,_lM-I} will also be orthogonal. Moreover, the per­
mutations MSiM-1, being conjugate to the permutations Si' are easy to
compute, and the squares Ll and L2 have the same first row.

When we exhibit the permutations Si-1MSi as in Diagram 1, we observe
that the r xr matrix obtainedis the Cayleytable of the additiongroupof the
field, and that, if the first row and column are disregarded, the quotients

315
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of the elements in corresponding places of any two adjacent secondary
diagonals are constant. Moreover, in each such diagonal, the element
of the pth row and qth column is X times the element of the (p+ l)th
row and (q- 1)th column, so each element appears exactly once in each
secondary diagonal. Since the equation 1 +x' = 0 is soluble in the field,
one secondary diagonal consists entirely of zeros.

M

S;!lMSr-1
Sr:~MSr_2

::: (0)(1 x xr-2)
x,-2+xr-2)

xr-2+xr-3)
(xr-2)(1 +xr-2 x+xr-2 .
(xr-S)(I + xr-3 X+xr-3 .

I I. t ••• I j I

= (x)(1 +x x+x
(1)(1+1 x+I

Diagram 1

xr-2+x)
X'-2+ 1)=

The above observations lead us to the realization that a sufficient con­
dition for the existence of a pair of orthogonal latin squares of order r is
that an (r- 1) x (r- 1) matrix A; should exist with the following proper­
ties: (i) the integers 0 to ,.. 1appear at most once in each row and column,
and the integer (,.. 1)- i never occurs in the ith row; (ii) the main second­
ary diagonal consists entirely of (,.. l)'s; (iii) all other secondary diagon­
als comprise the elements 0, I,. . ., (,..2) written cyclically; and (iv)
the differences between the elements in corresponding places of each two
adjacent secondary diagonals (excluding the main secondary diagonal)
are all distinct and none is equal to 1. For the details, see [1]. We exhibit
an example of such a matrix for the case r = lOin Diagram2.

5 3 0 2 7 6 1 4 9
2 8 1 6 5 0 3 9 4
7 0 5 4 8 2 9 3 1
8 4 3 7 1 9 2 0 6
3 2 6 0 9 1 8 5 7
1 5 8 9 0 7 4 6 2
4 7 9 8 6 3 5 1 0
6 9 7 5 2 4 0 8 3
9 6 4 1 3 8 7 2 5

Diagram2

A matrixA: having the above properties is completely determined by
its first row and may easily be obtained by computer by successive trial.
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We requirea first row eo,el, ... , er-3 such that (i) the e, are all different
and are the integers 0, 1,... , r - 3 in someorder, (ii) the r - 3 differences
d, = ei-ei-l are all different (taken modulo (,.. 1» and are the integers
2, 3,... , r - 2 in someorder,and (iii) the elementsei - i (for i =0, 1, ... ,
,.. 3) are all differentmodulo (,.. 1) and are the integers 0, 1,. . ., r- 3
in some order.
It is necessary and sufficient for the existence of an array A; that a

property D neofieldof order r should exist, and the recognition of this
fact allows the above computer search to be made more economic.A neo­
field N is called a property D neofield if (i) its multiplicativegroup is
cyclic,and (ii) there existsa generatorx of N such that (1+ xl)/(l + X'-l) ==
= (1 +xu)/(l +XU-1) implies t = u for all integers t, U (taken modulo
,.. 1). The divisibilityproperty (ii) will be referred to as propertyD. It is
easy to see that the Cayley table of the addition loop of such a neofield,
with first row and columndeleted, forms an array A; if we replace powers
of x by their indices and 0 by ,.. 1. Since1 + 1 = 0 in a neofieldof even
order and 1 +x(r-l)/2 = 0 in a neofield of odd order (see [3]), it follows
that the integer i must not occur in the ith columnof an array A; when r is
even and that there is a correspondingrestriction when r is odd. Thus,
for example,when r is even, we know that ei =F if 1, and this fact reduces
the time required for the search for arrays A; considerably.
A study of propertyD neofields leads to a number of interestingconjec­

tures.
(i) Do there exist propertyD neofieldsof all finite orders r except 6?

Certainlythis is true for all r < 21.
(ii) Can it be proved that both commutative and non-commutative

D-neofieldsexist for all r »- 14 and that the number of isomorphically dis­
tinct D-neofieldsof assigned order r increaseswith r?

(iii) Do there exist planar propertyD neofields which are not fields?
None of those so far obtained by the author are planar either in the sense
of Paige [3]or of Keedwell [1], as is proved in [2].
(iv) Is it true that, if a finite D-neofieldof even order has characteristic

2 (or, equivalently,has the inverseproperty),then it is a field? Is the result
true when the neofields in question are restricted to being commutative?
It remains to explain the non-existenceof matrix arrays A: when r = 6.

As explainedin detail in [1], the necessary and sufficient condition for the
existenceof an array A; (or of a propertyD neofieldof order rl may be
re-formulated as follows : "A necessary and sufficient condition that an
array A; exists for a given integer r is that the residues 2, 3, ... , ,..2,
modulo (,.. I), can be arrangedin a row array P, in such a way that the
partial sumsof the first one, two, ... , (r - 3), are all distinct and non-zero
modulo (r- 1) and so that, in addition,when each element of the array is
reduced by 1, the new array P; has the same property." In the case when
r = 6, P, comprises the integers 2, 3, 4 and P; comprises 1, 2, 3. Since
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2+ 3 = 0 (mod 5), we require that the integers 2, 3 be not adjacent in
either array, and this is clearly impossible. Thus, the non-existence of
orthogonal latin squares of order six appears to be due to a combinatorial
accident.
Our general method for the constructionof a pair of mutually orthogo­

nallatin squaresof assignedorder r may easilybe extendedto give a method
for constructing triples. It is easy to see that the latin squares L1 =
{So, Sl, .. , Sr-l}, L; = {MSo, MS1, ... , MSr_1}, and L; = {M2So,
M2S1, ••• ) M2Sr_1}, where M == (1- 1) (0 1 ... r-2) and So == J, S1.
... , S7-1 are permutationsof the naturalnumbers0, 1, ... , r - 1, will be
mutually orthogonal provided that the two sets of permutations Sj-1M S,
and Sj-1M2Sj, i = 0, 1, .... r - 1, are both sharply transitive on the sym­
bols 0,1, .... r- 1. Since Si1M2Sj = (Sj-1MSj)2, it is clear fromDiagram3
that a sufficient condition for the existence of such a triple of mutually
orthogonallatin squares of order 10 is that a 9 X 9 matrixA = (0,), i = 1
to 9, j = 0 to 8, exist with the properties:

(i) each of the integers0, 1, ... , 9 occurs at most once in each row and
column, and the integer i does not occur in the (i+ 1)th column or the
(9 - i)th row;
(ii)if a1j, = a2 h = ... = agh = r then (a) the integers r+l, alh+l'

a2 j.+l, ••• , a9jg+1 are all different (all addition being modulo 9), r = 0,
1,2, ... ) 8, and (b) the integers r+2, a1h+2, aZj!+z ... , agjg+2 are all dif­
ferent ;

(iii) if alh = a2h= ... = a9jg = 9 then (a) the integers 9, a, htl'
a2h+1' ••• , a9h+l are all different, and (b) the integers 9, a, h+2' a2h+2,
... , a, j9+2 are ail different.
To the disappointment of the author, it turns out that the arrays A:

correspondingto the property D neofields of order 10 have properties (i),
(ii) (a), (iii) (a), and (iii) (b), but fail to satisfyproperty (ii) (b).
For the purpose of searching for 9X9 matrices of type A, a computer

programmewas written which would insert successivelythe integers alO,

all, ... , a98 and would backtrack to the precedingplace in the event that a
place could not be filled successfully.Details of the construction of this
programmeso as to require as few instructionsas possible, of the computer
time needed, and of the results appear in [1] and so need not be repeated
here.

= (9)(0

= (8)(alO all

12345 6 7

S91M S9 = (0)(a90 a91 092 093 094 ag5 a96 a97 a98)

Diogrom3
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A projective configuration

J. W. P. HIRSCHFELD

1. In ageometryover a field, four skew lines not lying in a regulushave
two transversals (whichmay coincide or lie only in a quadratic extension
of the field). From this come the followingtheorems.
'1he double-six theorem (Schlafli, 1858):Given five skew lines with a

single transversal such that each set of four has exactly one further trans­
versal, the five lines thus obtained also have a transversal-thecompleting
line of the double-six.

Groce's extension theorem (Grace, 1898):Given six skew lines with a
commontransversal such that each set of five gives rise to a double-six,
the six completing lines also have a transversal-theGrace line.

Conjechue: Given seven skew lines with a common transversal such
that each set of six gives rise to a Grace figure, the sevenGrace lines also
have a transversal.
2. The double-sixis self-polarand lies on a unique cubic surface,which

contains27 lines in all. The configurationexists for all fields except GF(q)
for q = 2, 3 and 5 [1].
The six initial lines in the Grace figure are chords of a unique twisted

cubic and are polar to the completinglines, which are also chords of the
cubic.However,the theorem as it stands is true only if the six completing
lines of the double-sixes am skew to one another. This is not necessarily
true, as the six lines may be concurrent.The configurationexists for GF(9)
but not for GF(q) with q < 9 [2].
The conjecture depends only on the incidences of the lines. So, if it is

true over the complexfield, it is true over any finite field large enoughfor
the seven Grace lines to exist.
Wren [3]mentions that both he and Grace attempted the conjecturebut

were not able to achieve anything.Grace proved his theorem by, in fact,
first establishinga slightly more general result. He proved a theorem for
linear complexes, which was then applied to special linear complexes,
whichwas in turn dualizedto the theoremof the extensionof the double-six.
In all, no one was very hopeful of extendingGrace's theorem, which

itself was regarded as somethingof a fluke. Further scepticism set in on
finding that the conditions of linear independence on the initial set of
lines were not even sufficientfor Grace's theorem.

321
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For the conjecture, the field GF(31) was chosen and, using a computer,
an initial set of lines found for which the seven Grace lines existed. The
latter did not have a common transversal. Hence the conjecture is false.

3. A theoretical approach to the problem is more difficult to envisage.
In Grace's figure, all was symmetry.There were two sets of 12 and 32
lines involved forming 32 double-sixes:each of the 32 lines met 6 of the
12 and could provide a starting point for the construction.
In the conjecture,the line b meets aI, a2, aa, a4, a5, a6, a7 which have in

fours the further transversals bijk. Then there are 21 double-sixeslike

C(12 a3 a4 as
b bI23 hJ24 b125

and 21 lines ocij. The six lines OCijG oFi) have a transversal fJi, the Grace
line, giving seven lines fJi' There are also seven twisted cubics Ii, where t,
has the 12 chords aj' C(ij G :j: i). The seven Ii have a point P in common.
The dual result to this is that there is a unique plane n meeting b and the
7 a, in a conic C. The cubics Ii and tj have in commonthe 6 chords IXij' a,
(k :j: i, j), which is the full complementfor two twisted cubics with a point
in common.
Apart from the 71 lines so f~ obtained-l b, 7 a., 35 bjjk, 21 IXu, 7 fJi­

there are 105 further lines ~jk like fJk, the line common to the reguli
(b14sb146b147), (b154b156b157), (b164b165b167), (b174b175b176); there is no reason to
suppose that ~t2= ~r3= fJ~3'However, the five lines ~t(k :j: i, j) all lie
in a regulus.

Since seven lines are under discussion (both the 7 ai and the 7 fJi), Cay­
ley's problem of seven lines lying on a quartic surface would appear
relevant. There are 34 linear conditions to determine a quartic surface
and 5 conditionsfor it to contain a given line. There are but 33 conditions
for b and the 7 aj to lie on a quartic surface.Hence there is a linear fanrily
Fs+ ),FI of quartic surfaces through these lines. One memberof the pencil,
FI say, contains P (as a node) and hence the 7 cubics Ii' Another, Fo say,
has b as a double line, so that any two members of the pencil touch along
b. The curve of degree 16 commonto all the surfaces consists of b (twice),
aI, a2, a3, a4, as, a6, a7 plus a rational irreducible septimic S, which is
quadrisecant to each aj and unisecant to b. Both Fo and FI are uniquely
defined.
The pencil of planes through b meets Fo residuallyin a pencil of conics,

eight of which break up into a pair of lines a.; a; (i = 1, ... , 8). The conic
C lies on Po and meets one of as, a~, which are incidentallyboth trisecant
to S. In this way, Fo contains 27 = 128 conics. Several special cases may
occur for this set of eight pairs of lines. Seven pairs, by the nature of the
construction,must lie in the field. The eighth pair may lie in a quadratic
extensionof the field. There may be a node at the intersectionof a pair of
lines (which then counts twice). Also there may occur a second isolated
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node collinear with the first and a point of b forming a torsal line of Fo
and making a7, a;, say, coincide. This torsal line then contains three nodes,
four being required before it is a double line. The last case was in fact
the one to occur in the computed example.
In the calculated example, the 7 lines fi were not in fact quite general:

one pair had a point in common.The seven lines therefore lay on a quartic
surface, which was unique. This surface contained another three lines. It is
not at all clear if there is always a quartic surface through the 7 ~i'

It is also possible for the 7 cubics t, to coincide,in which case one mem­
ber of the family of surfaces through the a, is ruled.
Attempts to connect the 7 ~i to the pencil Fo+ ).F1 and to obtain some

contradiction from the 176 lines mentioned above were unsuccessful.
My gratitude is to Dr. D. Barton for calculating the lines, to Mr. J. M.

Taylor for help with the further computing and to Prof. J. G. Semple and
Dr. J. A. Tyrrell for the exegesis of the pencil of quartic surfaces.
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The uses of computers in Galois theory

W. D. MAURER

ANY competent mathematician can learn FORTRAN in a few weeks and
can immediately start applying it toward solving problems which are
finite in nature. Constructing all the subgroups of a finite group, finding
the incidence numbers of a finite simplicial complex, and taking the partial
derivatives of a large symbolic expression in several variables, are examples
of such problems, which take large amounts of programming but very
little "hard" mathematical thinking. Such procedures are now widely
recognized as having great value in preliminary investigations as well as
for teaching purposes. The majority of good problems in mathematics,
however, are not finite in nature, and many mathematicians feel that the
computer is out of place in this environment. It is clear that we cannot
ask the computer to look at all cases, when the number of cases is in-finite.
Of course, in many situations, we can think of mathematical arguments
which will reduce an infinite problem to a finite problem, and this is
what is currently done in Galois theory, as detailed below. It is our hope,
however, that these mathematical arguments will eventually themselves be
generated and applied by the computer, so that the computer may be
brought directly to bear on an infinite problem.

The problem of calculating the Galois group of a polynomial over the
rationals is remarkable among mathematical algorithms for the paucity
of its input-output. A single polynomial is given as input and a single
group code, or the Cayley table of a group, is returned as output. It is
the purpose of this paper to describe the computational difficulties that
arise in computing such groups and to indicate how they may be solved.

It has been noticed several times that, although the splitting fields
whose automorphism groups are the Galois groups of polynomials over
the rationals are infinite fields, the problem of calculating these auto­
morphism groups is actually a finite problem. The best known statement
to this effect was made by van der Waerden in [1]. Van der Waerden's
method of calculating a Galois group proceeds as follows: Let the poly­
nomialfhave degree n over the field L1 (in our case, L1 is the field of rational
numbers) and let E be the splitting field. Consider the ring E (Ub , u., z)
of polynomials, with coefficients in E, in the (n+ 1) variables Uh , u., z.
Form in this ring the expression ()= IXIUl + ... +lXnUm where the IX; are the

325
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roots of the polynomial (which are in E). For each permutation s in the
symmetric group Sm consider it as a permutation of the variables Ui and
form the transformed expression se. (For example, if s = (1 2), then sO =
O:lU2+O:2Ul +OC3U3+OC4U4+ ... +lXnUn.) Finally, form the product F of all
the expressions z-s(} for all s in the symmetric group S". Now Fis a sym­
metric function of the lXi' and hence can be expressed in terms of the ele­
mentary symmetric functions of the OCi' These are precisely the coefficients
off, and in fact lie in LJ, so that Fis actually in the smaller ring j(Ul' ... ,
Uno z). Decompose Finto irreducible factors F1, ••• , Fn in this ring, and
apply the permutations s as above to the resulting equation

F = Fl· ... -F;

Now: For an arlJihwy fUctor (say F1), those permutations whidt cony
this factor into itselffinmagroup whidt is isomo1phi£ to the Galois group
qf tm ~en equation.
It is clear that this is a finite method if the associated factorization is a

finite method, and this is shown in [1], vol. 1, p. 77. On the other hand,
van der Waerden's book first appeared in 1931, a long time before the
first computers, and he pays no attention to considerations of speed.
Some older mathematical algorithms, such as the Todd-Coxeter algorithm,
adapt very well to computers, but it is clear that this is not one of them;
even for a polynomial of degree 4, twenty-four polynomials must be
multiplied and the result decomposed into irreducible factors in five
variables.

Simpler methods are given by van der Waerden in the case in which
the polynomialhas degree less than or equal to 4. These methods have been
improved on by Jacobson [2], vol. 3, pp. 94-95. We note first that if the
given polynomial has a linear factor, we may divide by that factor to
obtain a new polynomial with the same Galois group. After all linear
factors have been removed, a polynomial of degree 4 or less is either
irreducible or is a quartic polynomial with two quadratic factors. The
Galois group in this case is the direct sum of two cyclic groups of order 2
unless both polynomials have the same discriminant or unless one discrimi­
nant divides the other and the quotient is a square. Quadratic factors of a
polynomial may easily be found by Kronecker's method (cf. [1], vol. 1,
p. 77). Therefore we are reduced to the case in which the polynomial is
irreducible. If it is linear, the group is of order 1. If it is quadratic, the
group is of order 2. If it is cubic, the group is of order 3 if the discriminant
is a square, and is otherwise the symmetric group on three letters (of
order:6). There finally remains the case of an irreducible quartic, and here
Jacobson's algorithm is as follows:

(1) Calculate the resolvent cubic of the equation. This may be done
pirectly from the coefficients: if the equation is x4-alx3+a2x2- a3x tQ4,
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then the resolvent cubic is x3- hlX2+ b2X- b3,where bi = a2, bs = a1a3- 4a4,
and ba = ala4+ai-2a2a4.

(2) Calculate the Galois group of the resolvent cubic.
(3) The Galois group of the original equation may now be derived from

the following table :

the alternating group A 3
(cyclic of order 3)

the symmetric group S3
(of order 6)

then the Galois group of the original
wpotion js

the Klein four-group
a cyclic group of order 4
or

a dihedral group of order 8
the alternating group A4
(of order 12)

the symmetric group S,
(of order 24)

If the Galois group of the
msowett wlic js

the identity
a cyclic group of order 2

where there is only one ambiguity-the case in which the Galois group
of the resolvent cubic is of order 2. In this case, the Galois group of the
original equation is the cyclic group of order 4, if and only if it is not
irreducible over the field obtained by adjoining the square root of the
discriminant of the resolvent cubic.

This method easily lends itself to calculation. The only apparent diffi­
culty is in the last step, and this is easily resolved by Kronecker's method
applied at two levels.

It is of some interest to note that heuristic methods may be used even
in a procedure as obviously combinatorial and manipulative as the one
described above. The heuristics are, however, not of the usual kind. Most
heuristic programs try various approaches, some of which are expected to
fail. In Galois theory, however, we find ourselves faced more than once
with the following situation :A progrom X solves a problem exhoustively.
A progrom Ymay be run.which decreases the munberof roses thot X must
treat, Hnwever, the progrom Y may take so long to run. thot no timing
adlJantage is con;jerredby nmning it. 'lherefOrn, anestimate of the nmning
time of X, of the improved X after nmning Y, and ofY is mode, and a
decision mode on this basis as to whether to run.Y. 'The rnsult is thot, for
di/1f!rent input dota, the progrom will perfOrm the oalculations in di/1f!rent
wqys, attempting to choose the fUstest wqy as it goes (/orthegivendota).

An example of this occurs in irreducibility test routines. The program
X is the Kronecker's method program. The program Y finds the factors,
if any, modulo some integer. The number of steps in Kronecker's method
is the product n1n2· •••. nkl where each n, is twice the number of factors
of some integral polynomial value (including itself and 1). The irreduci­
bility test modulo p, for prime p, involves checking all the possible factors
CFA 22
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modp; for a factor of degree k, as above, this is pk. Since each of the Hi
in Kronecker's method is at least 4, the number of steps in the program Y
is always less than the number in X ifp = 2 or 3, and often ifp = 5. On the
other hand, the test modulo p may give informationof a quite varying
nature. The polynomialmay be irreducible mod p, in which case it is
irreducible.Or it may have factors mod p; then each factor must corre­
spond to a factor mod p or a product of factors mod p. An equation of
order 6 cannot have an irreducible factor of order 3 if it decomposes
mod p into three irreducible factors of degree 2. It is also possible that
the factors mod PI do not agree with the factors mod P2. A polynomial
of degree 6 which has three irreduciblefactors of degree 2 (mod PI) and
two irreduciblefactors of degree 3 (mod P2) must itself be irreducible.
Another exampleoccurs on a more global level. It is possible to find the

Galois group of an equation mod p by an obvious exhaustive process,
sincein this casewe are searchingfor the set of all automorphismsof afinite
field. This must then be a subgroupof the Galois group over the rationals.
This calculation may reduce the amount of time taken to calculate the
Galois group over the rationals by elinrinatingpossibilities.If the Galois
groupmod p is the symmetricgroup, then the Galois group over the ration­
als must be the symmetricgroup. If the Galois group mod p contains any
odd permutation (such as, for example, a transposition) then the Galois
group over the rationals cannot be the alternating group or any subgroup
of it. We can calculateroughly how long it will take us to find the Galois
group modulo the next prime p, and compare this with the time estimate
of the calculationof the Galois group over the rationals by other methods.
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An enumeration of knots and links, and some of
their algebraic properties

.I. H. CONWAY

Introduction. In this paper, we describe a notation in terms of which it
has been found possible to list (by hand) all knots of 11 crossings or less,
and all links of 10 crossings or less, and we consider some properties
of their algebraic invariants whose discovery was a consequence of
this notation. The enumerationprocess is eminently suitable for machine
computation,and should then handle knots and links of 12 or 13 crossings
quite readily. Recent attempts at computer enumerationhave proved un­
satisfactorymainly because of the lack of a suitable notation, and it is
a remarkable consequence that the knot tables used by modem knot
theorists derive entirely from those prepared last century by Kirkman,
Tait, and Little, which we now describe.
Tait came to the problemvia Kelvin's theory of vortex atoms, although

his interest outlived that theory, which regarded atoms as (roughly) knots
tied in the vortex lines of the ether.His aim was a descriptionof chemistry
in terms of the properties of knots. He made little progress with the enu­
meration problem until the start of a happy collaborationwith Kirkman,
who provided lists of polyhedral diagramswhich Tait grouped into knot­
equivalenceclasses to give his tables [9], [10],[11] of alternatingknots with
at most 10 crossings.Little's tables [4], [5], [6] of non-alternatingknots to
10 crossings and alternating knots of 10 and 11 crossings were based on
similar information supplied by Kirkman.
Tait's and Little's tables overlap in the 120 alternating lo-crossing

knots, and Tait was able to collate his version with Little's before publi­
cation and so correct its only error. The tables beyond this range are check­
ed here for the first time. Little's table [6] of non-alternatingknots is
complete, but his 1890 table [5] of alternating 1 I-crossing knots has 1
duplicationand 11 omissions.It can be shown that responsibilityfor these
errors must be shared between Little and Kirkman, but of course Kirk­
man should also receive his share of the praise for this mammothunder­
taking. (Littletells us that the enumerationof the 54 knots of [6]took him
6 years - from 1893to 1899 - the notation we shall soon describe made
this just one afternoon's work!)
22 ' 329
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Our tables of links, and the list of non-alternating 1 l-crossing knots,
appear here for the first time, so cannot be collatedwith any earlier table,
and for this reason the correspondingenumerationshave been performed
three times.
The enumerationhere described was completed some 9 years ago, and

a survey calculationof knot-polynomialswas then made before an envis­
aged computer calculation. However, this survey brought to light cer­
tain algebraic relations between these polynomials which made the com­
puter redundant. But we suspect that our table will find its main use as a
basis for more sophisticated computer calculations with the many alge­
braic knot-invariants.

1. Notation for tangles. This paper is an abbreviated form of a longer
one in which completeness is proved by means of a process for locating
any knot or link within range of the table, but for reasons of space we
only sketch this process here. For the same reasons, we describe our ideas
rather informally,feeling that most readers will find that this helps rather
than hinders their comprehension.Since most of what we say applies to
links of 2 or more componentsas well as knots, we use "knot" as an inclu­
sive term, reserving "proper knot" for the l-component case.
In the light of these remarks, we define a tangle as a portion of knot­

diagram from which there emerge just 4 arcs pointing in the compass
directions NW, NE, SW, SE, hoping that Fig. 1 clarifies our meaning.

\....,./ X r~ '\ / -,
~ r-. t?---<0 1 2 23 _,.. 232

)( X J'1 '-ct:Y.' "~y(y,
~111\co -1= l' 21 211

FIG.

The NW arc we call the kading string of the tangle, and the NW-SE
axis its principal diofpnal. The typicaltangle t we represent diagrammatic­
ally by a circle containing an L-shaped symbol with the letter t nearby.
The 8 tangles obtained from t by rotations and reflections preserving the
"front" of t are indicated by making the corresponding operations on
the L-shaped symbol, leaving the original letter t outside. The 8 other
tangles obtainedby reflectingthese in the plane of the paper have the cor­
responding "broken" forms of the L-symbols, with the original letter t
appended.Figure 2 showshow we represent the tangles t, th, tv, thv = t., - t,
Ih being the result of rotation in a "horizontal" or E-W axis, tv that of
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rotation in the "vertical" or N-S axis, and -t that of reflection in the
plane of the paper.
Tangles can also be combinedand modifiedby the operationsof Fig. 3,

leading from tangles a and b to new tangles o+b, (ab), 0+, and 0-.
Tangles which can be obtained from the particular tangles 0 and 00 by
these operations we call als!ebraic. In p~<::_ular,we_have the integral
tangles n= 1+1+ ... +1 and ii = -n = 1+1+ ... +1, both to n terms.
If m, n,p,... , s, t, are integraltangles,the tangle mnp. . . st, abbreviating

FIG. 2

o+b (ab)

FIG. 3

( I

~

t \­---LL
/ J

FIG. 4

at 0-

« ... (mn)p... s)t), the brackets being associated to the left, is called a
rational tangle. Figure 1 shows the step-by-stepformationof the particular
rationaltangles2 3 2 and 2 1 lias examples.In the tables, the "comma"
notation (a, b, ••. , c) = aO+bO+ ••• + cO is preferred to the sum notation,
but is only used with 2 or more terms in the bracket. Figure 3 shows that
aO is the result of reflecting a in a plane through its principal diagonal,
and ab = aO+ b. The abbreviation o-b denotes a6 (not a+ 6 or (o-)b),
and outermost brackets are often omitted, in addition to those whose
omission is already described above.
The tangles a and b are called equivalent (written a ='= b) if they are

related by a chain of elementaryknot defonnotions (Fig. 4). The impor­
tance of the class of rational tangles is that we can show that the rational
tangles ilk . . . 1mand npq. • •slaIe equivalent if and only if the corresponding
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. d fracti I 1 1 1 1 1 1 1continue ractions m+- and t+
1+ +k+j+i st ...+q+p+n

have the same value, so that there is a natural 1-1 correspondence
between the equivalence classes of rational tangles and the rational

numbers (including 00 = 1 /0). The continued fractions 2 + _1_ _!_ and
1 1 1 -3±- 2

1 +1+1+2"have the same value 8/5, and so the tangles 2 3 2 and

2 1 1 1 of Fig. 1 are equivalent. Using this rule, we can reduce any rational
tangle to a standard form, either one of 0,00, 1, -1, or a form mnp ... st
in which Iml"'" 2 and m, n, ... , s, t have the same sign except that t might
be O. Each rational tangle other than 0 and 00 has a definite sign, namely
the sign of the associated rational number.

2. Notation for knots. An edge-connected 4-valent planar map we shall
call a polyhedron, and a polyhedron is basic if no region has just 2 vertices.
The term region includes the infinite region, which is regarded in the same
light as the others, so that we are really considering maps on the sphere.
We can obtain knot diagrams from polyhedra by substituting tangles for
their vertices as in Fig. 5 -. for instancewe could always substitutetangles
1 or - 1. Now let us suppose that a knot diagram K can be obtained by
substituting algebraic tangles for the vertices of some non-basic poly­
hedron P. Then there is a polyhedronQ with fewer vertices than P obtained
by "shrinking" some 2-vertex region of P, and plainly K can be obtained
by substituting algebraic tangles for the vertices of Q, as in Fig. 5. Thus
any knot diagram can be obtained by substituting algebraic tangles for
the vertices of some basic polyhedron P - in fact P and the manner of
substitution are essentially unique, but we do not need this.

r

:~\IV
FIG. 5. Derivationof knotsby substitutionof tanglesinto polyhedra.
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Only 8 basic polyhedra are needed in the range of this table (Fig. 6),
although for convenience we have given one of them two distinct names.
The notations (2X3)* = 6*, (2X4)* = 8*, (2X5)* = 10*, (3X3)* = 9*
extend obviously to (aXb)*.
The knot obtained from the polyhedron P* by substituting tangles

a, b, ... , k in the appropriateplaceswe call P*a. b..... k. To save space,
we omit substituents of value 1, telescoping the dots which would have
separatedthem so as to show how many have been omitted.Thus 8*2:3.4:.5
abbreviates 8*2.1.3.4.1.1.5.1, the final dots being omitted from the abbrevi­
ation. We also omit the prefixes 1*, 6*, 6** from certain knot names -
the original form is recovered by prefixing 1* if the abbreviation has no
dots, 6** if it has an initial dot, and 6* otherwise. The symbol 10-***
abbreviates 10***1.1.1.1.1.

3. Some tangle equivalences. Flyping. The reader should now be able
to interpret any knot name taken from our table, but he will not yet appre­
ciate the reasons which make our ragbag of conventions so suspiciously
efficient at naming small knots. Much of this efficiency arises from the
fact that the notation absorbs Tait's "flyping" operation (Fig. 7), which
replaces 1 + t by th+ 1, or i + t by th+ r. For rational tangles t we have
t == th == tv == t; and so when a, b, , c are all rational, the exact posi-
tions of the terms 1 or I in (a, b, , c) are immaterial, and we can collect
them at the end. Thus (1, 3, 1, 2) == (3, 1, 1, 2) == (3, 2, 1, 1).
Now using another part of our notation, we can also replace a pair

of terms t, 1 in such an expression by the single term. t ~ ,.or a pair t, !
by t- . Supposingagain that a, b, ... .c are rational, this Justifies the equi-
valences

and
(a, b, c, 1) == (a, b, c+) == (a, b+, c) == (a+, b, c)

(a, b, C, 1) == (a, b, c-) == (a, b-, c) == (a-, b, c),

showing that in such expressions the postscripts + and - can be regarded
as floating, rather than being attached to particular terms. We therefore
collect these postscripts on the rightmost term, cancelling + postscripts
with - postscripts. If this process would leave in the bracket only a single
tangle c followed by p + signs and q - signs, we replace the entire express­
ion by en, where n = p-q.

Now from the formula x- = x I 0 and the continued fraction rule, it
follows that we have the equivalences

2 - == - 2, 3 - G - 2 1, 2 1 - k - 3, 2 2 == - 2 1 1,

as particular cases of the equivalences
mn ... pql- == -mn ... pr and mn ... pr- ==mn... pql,

for more general rational tangles, which hold whenever r = q+ 1. This
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6*o.b.c.d.ef. 6*1.0.b.c.d.y.

9* o.b.c.d.ei.q h.i

10'· a.b.c.d.e.i.q.b.i.,

8*a.bc.d.e.f.g.h.

10· ob.c.d.e.t.q.tii j

10*~a.b.c.d.efg.h.y. 11*o.b.c.d.ei.q.tii.i«

FIG. 6. The basic polyhedra

FIG. 7. Flyping - the equivalence of I + t and th + I
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leads to a kind of concealedHyping, instanced by:
(2 2,3,2,-1) ='= (22,3,-2)= (22,-21, 2)= (-211,3,2),

as illustratedin Fig. 8. Each of these expressionsshould be translated at
sight into (2 2,3,2 -) which is regardedas the standardform. The reader
should similarlybe able to write down 2 2 3 on seeing any of the flyped
variants shown in Fig. 9.

FIG. 8.Concealedflyping

FIG. 9.Flypingvariantsof 223

4. Equivalences for knots. The followingequivalencesrefer to the whole
knot diagram rather than its component tangles. If two vertices of a tri­
angular region are substituted1 and - 1, then in all cases within range the
first deformationof Fig. 10 produces a form with fewer vertices in the

FIG. 10.Twoknot reductions

basic polyhedron.If the substituentsx and y of 6** x . a. b . c . d. y are
both 1, then the second deformation of Fig. 10 produces a form with
basic polyhedron 1*. This increases the crossing number by 2, but we
can use the continuedfractionrule to reduce it by 2 again should anyone
of a, b, c, d be a negativerational tangle. If instead x and y are - 1
and 1, other reductionprocessesapply to all cases within range.
In the tables, these and other equivalenceshave been taken into account,

so that for exampleno substituentin the form 6**. a. b . c. d is negative
rational (this remark explains our preferencefor the 6** form rather than
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the 6* form when two opposite vertices are substituted as 1). Unfortu­
nately the use of such equivalencesmeans that the user might at first fail
to locatehis knot in our table.He shouldin these circumstancesapplysome
reasonable transformation and try again - success comes easily after
a little experience.
These remarks have probably convinced the reader that our notation

has little structural significance,although it might be convenient in prac­
tice. The following remarks show that at least it has some structure. Let
us call the knot l*t a rotional knot whenever t is a rational tangle. Then
the double branched covering space of the rational knot obtained from
the rational number p/q is just the lens space with parameters p and q,
and in fact the rational knots are precisely the Viergeflechte,long recog­
nized as an interesting class. More generally, if p and q are the determi­
nants of the knots 1 *t and l*tO, we call p/q the determinant fraction of the
(arbitrary)tangle t. Then the determinantfraction of a+ b is (ps+ qr)/qs =
= (p/q)+(r/s) and that of (ab) is (qs+pr)/ps = (P/q)-l+ (rls), if those
of aand b are p/q and rls, which explains the continued fraction process.
Under more restricted circumstances similar identities hold for the frac­
tions obtained from Alexanderpolynomials,as we shall see later.

5. Orientation and string-labelling. An oriented knot will mean a proper
knot with a preferred orientation (arrowhead)on its string. From any such
knot we can obtain 3 others by simple geometric operations. Reflecting
in a mirror gives us the enantiomorph,or obverse, -, K of K, reversing
string orientationthe reverse, K" of K, and doing both the Uwerse, -, K"
of K A knot equivalentto its obverseis amphidIeirol, one equivalentto its
reverse is reversible, and one 'equivalent to its inverse is Uwolutory.
(Our notation is more mnemonic than the usual one - the inverse in
our senseis also the inversein the cobordismgroup.)For links of morethan
one component the situation is more complicated, and we need a con­
vention for labelling and orienting strings. The convention we adopt is
easy to remember and apply, although it leads occasionallyto unexpected
labellings.
We orient the leading string of the tangle named a in Fig. 6 so as to

point into that tangle, and label this string r1. We now move along r1
in the direction of its orientation,labelling the other strings r2, r3, ••• in
the order of their first crossing with ru either over or under, and orient
these strings so that their first crossing with '1 is positive in the sense of
Fig. 11. If any strings remain, we proceed along '2 in the directionof its
orientation, labelling the unlabelled strings crossing r2 in the same way.
Repeating this process with ra, etc., if necessary, we eventually obtain a
complete system of labels and orientations. This convention tends to
ensure that the homological linking is positive, since the linking number
of two strings is half the sum of the E'S of Fig. 11 over all crossings in
which both those strings appear.
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For the purposes of polynomial calculation, we replace the labels
r1, '2, ra, ••• by r, S, t, .... We also need to describe links obtained by
relabelling a given one in various ways. Let n be any function from the
string labels r, s, t,... to the symbols r, r-1, s, s-1, t, (-1, .... Then for
any labelledlink K we define K" to be the link obtained from K by re­
labelling all the r stringsofK as s stringsin K", if n(rl = s, and as reverse­
ly oriented s strings in K; if n(r) = s: \ and so on. We define In I as the
total number of strings whose orientation is reversed in this process, and
IKI to be the total number of strings in K Note that two distinct strings
can have the same label.

-LI E =-1

FIG. 11.A positivecrossing(6 ==+ 1) and a negative crossing

In the table, we give only one knot from each enantiomorphic pair,
and only one from each labelling and orientation class. We indicate the
symmetriesof proper knots in the column S by writing afor amphicheiral
knots, r for reversible knots, i for involutory knots, f for knots with full
symmetry (all of these properties), and nfor knots for which no symmetry
has been observed. For links of 2 components we give the generators of
the (observed) symmetry group, rand s being the operationsof reversing
the rand s strings respectively, t the operation of transposingthese strings,
and q the operation of reflection in a mirror. The column S is left empty
for links of 3 or more components.
6. Polynomialsand potentials. Each labelled and oriented knot K has a

potentialjimctionVK = VK(r,s,... ) whichis a rational function with one
variablefor each stringlabel appearinginK We shall see in a momentthat
VK is just a disguised and normalized form of the Alexander polynomial
AK, but it is in fact completely defined by the properties given below.
We first have the symmetryproperties

VK(r, S,••. )= VK(-r-1,-rl, ••. )= (-)IKI.VK(-r,-s, ••. ),
VK,,(r,s, .. .) = (- )1"1. VK(n(r), I'I(s), ••. ).

VlK(r, s",.) = (-)!Ki+l·VK(r,s, ••. ),

the first of whichmakes it appropriateto use the abbreviation {fer, s, ... )}
for fer, s,... )+f( _r-1, -s-l, ... ) in our table of potentials and else­
where. If L is obtained from K by deleting a string labelled rinK, then

VK(l, s, t, ... ) = (satb ••• - s -at-b •.• ). VL(S, t, ... ).

where a, b; .. are the total homological linking numbers of the deleted
r string of K with the strings labelled s, t, ... respectively. Finally, if
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K '*' ,L is a product of K and L, obtained by tying each of them sepa­
rately in a string labelled r, then

VK*,L = Vr {r}. VL.
Our tables list only knots which are prime in the sense of such products,
and the assumptionof primality is implicit elsewherein this paper.

Our potential function is related to the Alexander polynomial L1K
by the identity

LlKCr2) = {r}·VKCr)
if K is a proper knot, and by

LlK(r2, S2, ••. ) = VK(r, s, ... )

otherwise, but it is important to realize that A, is defined to within mul­
tiplicationby powers of the variables and - 1, while VK is defined abso­
lutely.

The most important and valuable properties of the potential function
are for this reason not shared by the polynomial. Let Ko yield K+ and
K_ on replacement of the tangle

by and )/'~-, respectively,

the labellings and orientationsbeing significant.Then we have

VK+ = VK- + {r}·VK.,
calledthe first identity, which enables us to compute anyone of the three
potentials from the other two.
The second identity relates knots Koo, K++,K__ , defined as above, but

<:>' \..y' /I'
now using the tangles F~ and >--~5

~s 5

or alternatively ..___./I r \d' .>:::>\'F ....and
~ s S

5

The second identity asserts that

VK++ + VK-- = {rs}·VKoo
in the first case, and

in the second case.
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The third identity involves possibly three distinct string labels. If K 1 yields
K2, K3, and K4 on the replacement of

by J5)_ '
I

-'c): and

then we have

where now the labellings are immaterial.
These identities have many consequences which we cannot explore in

detail here, althoughwe shall give a few examples.Let t be a tangle whose 4
emerging strings are oriented and labelled as in Fig. 12. Define the poly­
nomial fraction oft as the formal fraction

where K and L are the knots 1 * t and 1 * to.Then the identities which we
asserted for determinant fractions in Section 4 hold also for polynomial
fractions.

FIG. 12

If we consider generalized tangles with 2n emerging arcs instead of 4
(such as, for 2n = 6, those of the third identity), then we can determine
the potential of any knot obtained by joining the emergent arcs of two such
tangles in terms of n! potential functions associated with each tangle sepa­
rately, provided that all the emerging strings have the same label. In the
case n = 2 the 2! potentials are the numerator and denominator of the
polynomial fraction. It becomes natural to think of such tangles as being
-to within a certain equivalence relation-elements of a certain vector
space in which our identities become linear relations, and there are many
natural questions we can ask about this space. However, when the emerg­
ing arcs may have distinct labels, it is not even known whether the dimen­
sion of the tangle space is finite.
We have not found a satisfactory explanation of these identities, although

we have verified them by reference to a "normalized" form of the 'L-matrix
definition of the Alexander polynomial, obtained by associating the rows
and columns in a natural way. This normalization is useful in other ways
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-thus our symmetry formulae show that a 2-component link can only be
amphicheiral if its polynomial vanishes identically. It seems plain -that
much work remains to be done in this field.
7. Determinants and signature. We define the reduced polynomial DK(X)

by the equation
DK(X) = {x}. (7K(X, x, ... ),

and the determinant {J = OK as the number DK(i). Our determinant differs
from the usual one only by a power of i.The potential identities of the last
section yield determinant identities when we put i for each variable.

Murasugi [7] has defined invariants called the signature, aK, and nullity,
nK, and described some of their properties. These invariants depend on the
string orientations of K, but not on its labelling. We shall describe enough
of their properties to enable their calculation to proceed in much the same
way as that of the potential function.
For any knot K we have the identity

tJK = OCJ.·jOK,

where bCJ.= lOKI, and the condition

ns: > 1 if and only if bK = 0,

the first of which determines aK modulo 4 provided 11K=l=O. But one of
Murasugi's results is that

I aK+=us; I + I ns; =ns, I = 1,

whenever K+ and Ko are related as in the first identity. These two results
determine ax completely in almost all cases, and make its calculation very
swift indeed. Of course it should be remembered that aK and nK are inte­
gers, and 1 ,,;;;;nK~ IKI.
We have the relations

concerningobversesand products,and if we define 11~ as 11K - AK, where AK
is the total linking of K (the sum of the linking numbers of each pair of
distinct strings of K), then the reorienting identity is that a~, like o~,is an
invariant of the unoriented knot K. In the tables, we give only these residual
invariants, 00 being the numerator of the rational fraction which we give
for rational knots.

8. Slice knots and the cobordism group. A proper knot which can arise
as the central 3-dimensional section of a (possibly knotted) locally flat
2-sphere in 4-space we call a slice knot. A natural application of our tables
is to the discovery of interesting slice knots, since for slice knots there are
simple conditions on the polynomial, signature, and Minkowski units. In
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particular, we might hope to find a slice knot which is not a ribbon knot
[3], since several published proofs that all slice knots are ribbon have been
found to be fallacious.
The slice knots with 10 crossingsor less were found to be

00, 42, 3 1 1 3, 2 3 12, (3, 2 1, 2 -), 2 1 2 1 1 2, 2 0: 2 ° :2 0, (3, 3, 2 1- ),
64,3313,2422,2211112, (41, 3, 2), (21, 21, 21+),'22,20,
'2'2·20'20,10*, (3 2, 21, 2-j, (22,211,2-), (4,3,21-),
((3, 2)-(2 1, 2)), 3 : 2 : 2,
togetherwith the compositeknots 3 :% 3, 2 2 * 2 2, 5 * 3, 3 2 * 3 2. The granny
knot 3 :% 3 and the knot ·2·2·2·2 ° satisfy the polynomial condition but
not the signature condition, and so are not slice knots.

Now suppose that in the slab of 4-space boundedby two parallel 3-spaces
we have an annulus (S1XI) whose boundarycircles lie in the two 3-spaces.
Then the two knots defined by these circles we call cobordant.Cobordismis
an equivalence relation, and the cobordism classes form a group under the
product operation, the unit class being the class of slice knots, and the in­
verse of any class is the class of inverse knots to the knots of that class.

A search was made for cobordancesbetween knots of at most 10 crossings
and knots of at most 6 crossings, which in addition to the cobordances
between slice knots, found only
3=:d212::d, 21, 2~222112~22, 211, 2=::31, 3, 21~211, 3, 21-
2 2 ~ 3, 21, 2 1 ~ 3, 21, 2+
5 ~ 3 4 1 2 ~ 4, 3, 2 1
32 =:: 3 1, 3, 2 1 ~ 3, 3, 2 1 + ~ 3, 2 1, 2+ +
3 * 3 ~ .2.2.2.2 0,

all of these being to within sign and orientation.
All slice knots given were found to be ribbon knots. However, the pres­

ence of the particular knot 10* = (2 X 5)* leads us to examine the more
general a strand b bight Turk's Head knot ((a - 1) x b)*. Andrew Tristram
has proved that if a and b are odd and coprime this knot obeys all known
algebraic conditions for slice knots, but despite a prolonged attack the only
cases definitely known to be slice are the trivial cases with a or b = 1, and
the cases a = 3, b = 5, and a = 5, b = 3. Since most of our methods for
proving knots slice would also prove them ribbon, the way is left open for
a conjecturethat some of least of these are slice knots which are not ribbon
knots.

9. Notes on the tables. Acknowledgments. The tables (pp. 343-357) list
all proper knots of at most 11 crossings, and all links of at most 10 cross­
ings, with various invariants tabulated over parts of this range. Knots
listed separately are believed to be distinct, and the symmetries listed
under S are believed to be a complete set. (The evidence is very strong~
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each knot has been subjected to a reduction procedure which in every
known case has been shown to yield all forms with minimal crossing
number.) By the same token, all knots listed are believed to be prime.
The columns headed V, 00, ()'O give the invariantsof §§ 6 and 7, and for

proper knots the columnheaded L1 gives a coded form of the polynomialor
equallyof the potential,[0+ b+c abbreviatingthe polynomiala+ b(r + r-1)
+ c(r2+r-2) or the potential (0+ b{r2}+ c{r'l})/{r}. The column "units"
gives the Minkowski units (for definition see [8], but beware errors!)
of K and its obverse,+p meaningthat Cp = + 1 for both K and -, K, 'fP
that Cp is - 1 for K and 1 for ...,K,and so on. The units have been recom­
puted even in range of the existing tables, since these do not distinguish
between a knot and its obverse.Under";''' we give the linkingnumbersof
pairs of strings, in the order Am Art' 1", ;1", 1", Atu, but omitting linking
numbers of non-existent strings.
The tables have been collatedwith the publishedtables of Tait (T in the

tables) , Little! (L),AlexanderandBriggs (A&B)[1],and Reidemeister[8],
and with some unpublishedpolynomial tables computedby Anger [2] and
Seiverson of the Princeton knot theory group. I thank Professor H. F. Trot­
ter for making these available-theyhave enabledme to correct a number
of (related)errors in the 10 crossingknot polynomials.Much of the mate­
rial of §§ 7 and 8 of this paper arose as the result of some stimulating
conversations with Andrew Tristram, whose assistance 1 gratefully
acknowledge here.

Note added inproof.
An idea of Professor Trotter has led me to the discovery of an identity

for the Minkowskiunits like those of the text for the other invariants. In
fact we have, if K = Ko, L =K+ , that

Cp(K)·Cp(L) = [i6K/t5L(P)]p,

( P-X X)X awhere [X]p ::: -_., and X(P) = (- lYX whenzr" II X, and - is the
p ~

Legendre symbol.

t The 11 .crossing knot numbered 400 in 1he1able is 1heknot whim appeared twice in
little's 1able, as numbers 141 and 142, and 1he kno1s 401·411 are 1hose omiUed by
little.
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Knots to 8 crossings

A&B TIL knot S aOunits 6° A

0, 1 00 f o + 1/1 [1
3, 13 r+2 ±3 3/1 [-1+1
41 1 22 f 0 ·5 512 [3-1
5, 25 r+4 +5 5/1 [1-1+1
52 1 32 r+2 +7 7/3 [-3+2
61 3 42 r o +3 9/4 [5-2
62 2 312 r+2 ill 11/4 [-3+3-1
63 1 2112 f 0 ·13 13/5 [5-3+1
7, 77 r+6 ±7 7/1 r·1+ 1·1+ 1
72 6 52 r+2 ±11 11/5 [-5+3
73 5 43 1'4 +13 13/4 [3-3+2
75 3 322 r+4 -17 17/7 [5-4+2
74 4 313 r-2 =F3-5 15/4 [-7+4
76 2 2212 r+2 ±19 19/7 [-7+5-1
77 1 21112 r 0 =F3P 21/8 [9-5+1
81 18 62 r 0·13 13/6 [7-3
82 15 512 r+4 -17 17/6 [3-3+3-1
83 17 44 f o +17 17/4 [9-4
84 16 413 r+2 119 19/5 [·5+5·2
81 13 4112 r-2 ±23 23/9 [-5+5-3+1
86 11 332 r+2 ±23 23/10 [-7+6-2
811 10 3212 r+2 ±3 27/10 [·9+7·2
89 12 3113 f o +5 25/7 [7-5+3-1
8, 2 8 31112 r 0 -29 29/11 [11-7+2
88 6 2312 r o +5 25/9 [9-6+2
812 5 2222 f 0 ·29 29/12 [13-7+1
814 2 22112 r+2 =F31 31/12 [-11+8-2
85 14 3,3,2 r-4 ±3::P 21 [5-4+3-1
810 9 3,2 1,2 r-2 +3 ~ [-7+6-3+1
815 3 21,2 1,2 r+4 +3+11 33 [11-8+3
817 1 .2.2 i 0-37 ~ [11-8+4-1
816 4 .2.20 r+2 -5+7 35 [-9+8-4+1
818 7 8* f 0 -3+5 45 [13-10+5-1
819 m 3, 3,2- r-6 t-3 3 [1+0-1+1
820 I 3,21,2- r 0 +3 9 [3-2+1
821 II 21,21,2- r+2 +3+5 15 [-5+4-1

CFA 23
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2 string links 108 crossings

link l 8 aO units (JO

0 o q, r, s, It 0 + Oil 0
2 .,.1 qr, qs, It 0 + 2/1 1, +2 rs, t +1 + 4/1 {rs}
212 Or, s, t +1 + 8/3 -{r} {s}, +3 rs, t i-2 +3 6/1 {r2s2}+ 1
33 +3 qr, qs, t 0 +5 10/3 {r2+s2}_1
222 +2 rs, t +1 +3 12/5 {rs}+{r} {s}
412 +11'8, t +2 +7 14/5 1-{r}{s }{rs}
3112 + 1 rs, t -LlJ +3 i6/7 l-{r} {s} {r-I s}
232 o r, s, t -2{r} {s}
3,2,2 0 r, s -3 + If {r} {s} {r2}
21,2,2 +2 rs +1 . 5 20 {,-3S }+ 2{r }S{s }
.2 0 r, s +1 ±3 24 {r} {s}+{r}3 {s}
3,2,2- +2 rs -3 + , {r-3s}
21,2,2- 0 r, s +1 + I -{r} {s}
I +4 rs, t +3 + 8/1 {r3s3+rs}
53 +4 rs, t ·1 + 16/5 {r} {s}+{rs} {r2s-~}
422 +3 rs, t +2 +11 22/9 {2r2s2- r2- S2}+ 3
323 +4 rs, t +1 :F3 24/7 {rs}{ r2+s2-1}
3122 +3 rs, t 0 +13 26/11 {2r2+ 2s'+r2- S2}_ 3
242 +2 rs, t +1 +5 20/9 {rs}+2 {r}{s}
21212 +1 1'8, t +2 +3+5 30/11 l-{r}2{s}2
211112 +1 r, S, t +2 +17 34/13 1+{ r }2{ s}"
22,2,2 +1 rs . 1 ±7 28 {4r-ls - 2rs - r-'s}
2 1 1,2,2 0 r, S -1 + 32 - {r }3{S}
3,2,2+ $2 rs -3 +7 U {r3s}- 2{r}{s} {r2}
21,2,2+ 0 r, s +1 + 312 {r p{ s}
.21 0 r, S +1 . 5 40 { r }3{s } - { r } {s }
.2: 2 +2 rs . 1 ·3 36 {r3s}- 4{r} {s}
2 2,2,2- 0 r, S ·1 + I {r} {s}
211,2,2- +2 rs ·1 ±3 12 {2r-1s-r-3s}
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!I mJSsing knols

A&B T/L knot s aO A

!I, 41 r 9/1 [1-1+1-1+1
92 38 72 r 15/7 [-7+4
!I, 40 U r 19/6 [-3+3-3+2
!I, 3!1 51 r 21/5 [5-5+3
!I, 33 522 r 27/5 [-5+5-4+2
!I, 37 513 r 23/6 [-11+6
!I, 34 423 r 31/9 [-7+6-4+2
Ja 31 4212 r 35/13 [-13+9-2
Jll 30 4122 r 33/14 [7-7+5-1
Ju 28 41112 r 37/14 [15-9+2
9, 26 342 r 29/13 [9-7+3
J 10 32 333 r 33/10 [9-8+4
JI8 25 3222 r 41/17 [13-10+4
JI3 39 3213 r 37/10 [11-9+4
J 20 21 31212 r 41/15 [11-9+5-1
921 18 31122 r 43/18 [-17+11-2
J26 17 311112 r 47/18 [-13+11-5+1
9, 16 2412 r 31/11 [-11+8-2
J I. 15 2322 r 39/16 [-15+10-2
J 19 If 23112 r 41/16 [17-10+2
J23 u 22122 r 45/19 [15-11+4
J 17 22 21312 r 39/14 [-9+9-5+1
927 8 212112 r 49/19 [15-11+5-1
9.31 2 2111112 r 55/21 [-17+13-5+1
J 36 24 U,1,1 r 37 [9-8+5-1
J 25 U 22,21,2 r U [-17+12-3
J 22 23 21 J, 3,2 r 43 [-11+10-5+1
~o 4 211,21,2 r U [17-12+5-1
935 36 3,3,3 r 27 [-13+7
JS7 19 3,21,21 r U [19-11+2
J IS 27 3,3,2+ r 3!B [-9+8-5+2
924 20 3,21,2+ r U [13-10+5-1
9.ls 6 2 1,21,2+ r .II [-15+12-5+1
J 33 .21.2 n III [19-14+6-1
~2 7 .21. 20 n 5J [- 17+14-6+1
~B 5 .2.2.2 r 57 f19-14+5
J 29 11 .2.20.2 r 51 i·15+12·5+ 1

~9 9 2: 2: 20 r 5!1i [-21+14-3
Ju 10 20:20:20 r fIB [19-12+3
9.14 1 "211 r if [23·16+6·1
J 40 35 9* r 75 [-23+ 18-7+ 1
J 42 IV 2 2"3,2- r [-1+2-1
944 r 22,21,2- r II [7-4+1
'43 V 21 1,3,2- r U [1-2+3-1
J 4. III 211,21,2- r 23 [-9+6-1
J 46 VI 3,3,21- r J [5-2
J 48 VII 21,21,21- r 27 [-11+7-1
J 49 II -20: -20: -20 r25 [7-6+3
.9147 VIII .""-20 r 27 [-5+6-4+1

23'
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9 crossing2 string alternatinglinks, with basic polyhedron 1*

link A V

612 +2 {r-1s}- {r} {s} {r2s2}
5112 +2 {rs}- {r} {s}{r-1s}2
432 +1 1- 2 {r} is} {rs}
414 0 -{r} is} ({r2+s2}+1)
4113 0 {r} {s} {r-ls}2
3312 +2 {rs}(l-{r} {SHy-IS})
32112 +2 {rs} + {r} {s}(I- {r2 + S2})
3132 +1 1-2{r} {s} {r-Is}
31113 0 {r} is} ({r2+s2}_1)
252 0 -3{r}N
22212 +1 1- {r} is} ({rs} + {r} is})
221112 +1 1+ {I'}{s}({r} is} - {r-Is})
5,2,2 0 {I'} {s} ({r4} + 1)
41,2,2 +2 {r-Ss}+2{r} {s} {r2}
32,2,2 0 {r} {s} (2{r2} -1)
31 1,2,2 +2 {2r-as - r-Is}+ 4{r}{s}
23,2,2 +2 {2r-as - r-Ish 3{r} {s}
221,2,2 0 2{r} {s}({r2} -1)
4,3,2 +3 {S2} -1 + {I'} is} {r-Is} {SO}
4,21,2 +1 1+ {r2s-4} +2{r} {s} {r-is}
31,3,2 +1 f}- I+ Jr} {s:}{rs) {S2}
3 1, 2 1, 2 +3 r2s2} +1+{s}"({r2+s2}_1)
3,3,21 +2 {r-Is}(l {rl is} {r-Is})
21,21,21 +3 1+ {r"s2} + {rs} {I'} {s}+ {r}2{s}2
22,2,2+ 0 {I'} {s} (4 - {r2})
21 1,2,2+ +2 {2r-1s- r-3s} + {r} {5}({r2}- 3)
3,2,2+ + 0 {I'} {s} (2{r2}-1)
21,2,2+ + +2 {r-as} + {T}{sl (3 - {r2})
(3,2) (2,2) +2 {r-ss}+ 2{r} s} {r2}
(2 1,2)(2,2) +2 {r-as} + {r)2 ({r-Is} - {r} (s})
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9 crossing2 string links, otherwise

link A V

.4 0 {rl {s} ({r4 - r2} + 1)

.3 1 0 {r} fsJ(2{r2} - 3)
.22 0 {r} s (3- 2{r2})
.3.2 +1 1- {r}{s}{rs} ({r2} -1)
.3.20 +1 1+ {r} {s}{rs} ({r2} -1)
.3: 2 0 2{r} {s} ({r'} -1)
.3 : 20 0 '- {r} {s} {r2}({r2} -1)
.21: 20 +2 {rs} + 2{r}a{s}
.2.2.20 +1 ({S2}- 1)(1+ {r} {s} {rs})
2:2:2 +3 1+ {r2s'}_ 3{r} {sf {rs}
2:20:20 0 {r} {s}(3 + {r} {rs2})
8*2 +1 1 - {r} {s }a{rs }
5,2,2- +2 {r-·s}
4 1,2,2- 0 _ {r}{sHr2}
3 2, 2,2- +2 {2r-as - r-Is}
3 1 1,2,2- 0 -2~}{s}
23,2,2- 0 - {r {s}
221,2,2- +2 {rs}+ 2{r-3s-r-1s}
4, 3,2- +3 1 + {r-2s4}
4, 2 1,2- +1 1+{s}{r-2s}
3 1, 3,2- +3 l+{ $'}+{r}{ rs-2}
3 1,2 1,2- +1 {s2}-I- {r}{s}{rs}
3, 3,3- +4 {r-3s3+ r.o}
3,21,21- - 1 {r} {s} {r-1s}-1
(3,2) (2, 2-) 0 - {r} {s}{r2}
(2 1,2) (2, 2- ) 0 {r} {s} + ~p{s}
(3,2-) (2,2) +2 {rs} - {ra {s}
(2 1,2-) (2, 2) +2 {rs}+ {r}a{s}
(3,2)- (2,2) +2 {r5s}
(2 1,2)- (2,2) +2 {rl {r2s} + {r-as}
2:-20:-20 +4 {r3s+rs-a}
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3 and 4 stringlinks 10 9 crossings

link A J7

2,2,2 +1+1+1 {rs~ - {r}{s} it}.1 0 0 0 {r} s} it}
2,2,2- +1+1-1 -{r-Ist?
2,2,2+ +1+1-1 {r} {s} {t - {r-Ist}
4,2,2 +2+1+1 {r-1s}({rst} - {r}is} it}) - it}
31,2,2 +2+1+1 {rs}({rst} - {r} is} {t}} - it}
2,2,2+ + +1+1+1 {rst}- 2{r}{ s}{ t}
(2,2) (2, 2) +2+2 0 {r} {rs} {,-It} + {r} is} it}
.3 +1 0 0 {rs} {r} {s} it}
.2: 20 0+1-1 - it} - {r}is} it} {rs}4,2,2- +2+1-1 -{r-282t}
3 1,2,2- +2+1-1 {t}- {Is} {r-Ist}
(2,2) (2,2-) +2 0 0 - {r} is} it}
(2,2) - (2,2) +2+2 0 ir} is} it} + {r}{rs}{rt}
2,2,2,2 +1+1 0 0+1+1 rstu-rs-IrIu}- {r} is} it} {u}
2,2,2,2- +1+1 0 Of1-1 {rrl} {su-l}- {rs-l} {/U}
2,2,2,2-- +1+1 0 0+1+1 {rstu- rs-lrIu}
212,2,2 o-i-1-1 {r} {s}({rs-It}+ {T}is} it}) - it}
21 11,2,2 0+1-1 - {r}{s}({rs-It} + {T}is} {t}) - it}
3,2,2,2 +1+1-1 (1- {r2}}{r-lst}+ {r} is} it} {r2}
21,2,2,2 +1+1+1 {r3st}- {r} {Sf}~ {r}3{s}it}
4,2,2+ +2+1-1 {r}{s} {f} {r-Is}- {r-2s2t}
31,2,2+ +2+1-1 {rs}({r}is} {t} - {r-lst}) + it}
2,2,2+++ +1+1-1 2{r}{s} {t}- {r-Ist}
(2, 2+ ) (2,2) 0+2 0 - {r}is} it} - {rp{s} {r-It}
(2,2) 1(2,2) 0 0 0 {rJ {s! it} + {r}3{s}it}
.211 +1 0 0 {r 2{S2{t}
.21 : 2 +2+1-1 - {r}2{s}'{t}- {r's2t}
.(2,2) 0 0 0 - {r}3{s}it}
212,2,2- 0+1+1 {r} is} {rst-I}+ it}
21 11,2,2- 0+1+1 it} - {tj is} {rst -I} .
3,2,2,2- +1+1+1 {r2}({rs/}- {r} is} {t}) - {rstj
21,2,2,2- +1+1-1 {Ii {r-Zst}- {rst} - {r} is} (f)
3,2,2,2- - +1+1-1 - {r}{s-It}- {r-3st}
(2,2+ ){2, 2-) 0 0 0 {r} is} it}
(2,2+ )-(2,2) 0+2 0 - {r}is} {r'l}
.(2,2- ) +2 0 0 - {r)2{t}{r-Is}
. -(2,2) 0 0 0 0
2,2,2,2+ + 1+ 1 0 0+ 1-1 {rrl} {su-I} - {rs-1 } {tu}+

{r}{s} it} {u}
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10 crossingal1ematingkno1s.Basicpolyhedron1·

T knot 8 bO A

120 82 r 17/8 [9·4

119 712 r 23/8 [-3+3-3+3-1
102 64 r 25/6 [13-6
122 613 r 27/7 [·7+7·3

117 61 12 r 33/13 [5-5+5-3+1
81 532 r 37/16 [7-7+6-2
78 5212 r 43/16 [-15+11-3
121 514 r 29/6 [5-5+5-2
101 5 113 r 39/11 [-7+7-5+3-1
108 51112 r 45/17 [17-11 +3
80 433 r 43/13 [-13+11-4
24 4312 r 47/17 [-11+10-6+2
74 4222 r 53/22 [23-13+2
68 42112 r 57/22 [13-12+8-2
106 4132 r 43/19 [-9+9-6+2
79 4123 r 47/14 [-15+12-4
37 4114 f 41/9 [9-7+5-3+1
67 41122 r 55/23 [-19+14-4

107 41113 r 51/14 [-11+11-7+2
77 352 r 35/16 [-11+9-3
66 3412 r 45/16 [9-9+7-2
76 3313 r 49/13 [13-10+6-2
20 33112 r 59/23 [-15+13-7+2
65 3232 r 55/24 [-19+14-4
61 32212 r 65/24 [17-14+8-2
71 32113 r 61/17 [17-13+7-2
16 321112 r 71/27 [-19+16-8+2

105 3 13 12 r 53/19 [19-13+4
62 31222 r 63/26 [-17+15-7+1
60 312112 r 67/26 [-25+17-4
21 31132 r 57/25 [21-14+4
58 311122 r 69/29 [19-15+8-2
22 311113 f 65{18 [25-16+4
104 2512 r 37/13 [13-9+3
52 2422 r 49/20 [21-12+2
51 24112 r 51/20 [-19+ 13- 3
15 2332 f 53{23 [19-13+4
49 23122 r 59/25 [-21+15-4
48 22312 r 61/22 [15-13+8-2
11 222112 r 75/29 [-21 +17-8+2
41 221212 r 71/26 [-21+ 17-7+ 1
3 2211112 r 81/31 [27·19+7·1
14 212212 f 73{27 [23·17+7·1
43 2121112 r 79/30 [-25+19-7+1
1 21111112 f 89/34 [31.21+7·1
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10 crossingalternating knots. Basicpolyhedron1*

T knot S 00 A

123 5, 3,2 r 31 [-5+5-4+3-1
116 5,21,2 r 4 1 [7-7+6-3+1
36 41,3,2 r 49 [11-9+6-3+1
70 41,21,2 r59 [-13+12-8+3
75 32,3,2 r 53 [13-11+ 7-2
18 32,21,2 r 67 [-19+15-7+2
109 3 11,3,2 r 59 [-15+13-7+2
57 311,21,2 r 73 [25-18+6
103 23,3,2 r 47 [-11+10-6+2
50 23,21,2 r 61 [21-15+5
64 22 1, 3,2 r65 [17-14+8-2
5 221,21,2 r 79 [-23+18-8+2
47 22,22,2 r 65 [27-16+3
42 22,21,1,2 r 75 (- 23+ 18-7+ 1
39 211,211,2 r 85 [29-20+7-1
118 4,3,3 r 33 [7-6+5-2
115 4,3,21 r 45 (9-8+6-3+ 1
69 4,21,21 r 57 [19-14+5
100 31,3,3 r 51 [-11+10-6+3-1
23 31,321 r 63 [-17+14-7+2
56 31,21,21 r 75 [-19+16-9+3
63 22,3,21 n 63 [-23+16-4
114 2 11, 3, 3 r 57 [21-14+4
2 21 1,2 1, 2 1 r 87 [-29+21-7+ 1
53 22,3,2+ r 67 [-19+16-7+1
7 22,21,2+ r77 [25-18+7-1
55 21 1,3,2+ r 73 [19-16+9-2
4 211,2 1,2+ r 83 [-27+20-7+1
72 3,3,21 + r 63 [-23+16-4
40 21,21,21+ r 81 [27-19+7-1
73 3,3,2++ r 57 [15-12+7-2
19 3,21,2+ + r 63 [-17+14-7+2
45 21,21,2++ r 69 [21-16+7-1
35 (3,2) (3,2) i 61 [15-12+7-3+1
59 (3,2) (2 1, 2) n71 [-17+15-9+3
9 (2 1,2) (2 1, 2) i 75 [27-20+8-1
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10 crossingknots
Alternating,basic polyhedronnot 1*

T knot s bO A

99 .4.2 n 63 [-13+12-8+4-1
54 .31.2 11 85 [25-19+9-2
6 .22.2 n 87 [-25+20-9+2

113 .4.20 n 57 [11-10+8-4+1
17 .3 1.20 11 83 [-23+19-9+2
4 6 .22.20 n 81 [23-18+9-2
13 .21.21 i 101 [35-24+8-1
12 .21.210 r 99 [-33+24-8+1
95 .3.3.2 n 77 [23-17+8-2
33 .3.2.20 n 73 [17-14+9-4+1
44 .21.2.20 11 89 [25-20+10-2
111 .3.20.2 n 67 [-17+15-8+2
97 .3 0.2.2 11 71 [-15+14-9+4-1
8 .210.2.2 11 91 [-27+21-9+2
8 4 .2.21.2 r 93 [33-22+7-1
8 6 .2.210.2 r 87 [-33+22-5
92 .2.2.2.20 n 81 [23-18+9-2
31 .2.2.20.20 f 81 [19-16+ 10-4+ 1
112 3: 2: 2 r 65 [13-12+9-4+ 1
90 21: 2: 2 r 85 [29-21+7
9 8 3: 2: 2 0 n 73 [21-16+8-2
34 30: 2: 2 r 75 [-21+17-8+2
32 3:20:20 r 77 [19-15+9-4+1
83 21:20:20 r 91 [-29+22-8+1
9 6 30:2:20 n 75 [-17+15-9+4-1
10 210:2:20 11 93 [31-22+8-1
110 30:20:20 r 63 [-15+14-8+2
27 2.2.2.2 i 85 [21-17+10-4+1
89 2.2.2.20 11 83 [-25+20-8+1
91 2.2.20.2 r 37 [21-17+9-2
9 4 8*3 r 87 [-19+17-11+5-1
30 8*2 1 r 111 [-33+26-11 +2
93 8*30 r 93 [27-21+ 10-2
29 8*20.20 i 109 [37-26+9-1
88 8*2: 2 r 95 [-21+19-12+5-1
25 8*2: 20 11 103 [-31+24-10+2
2 6 8*2: .2 97 [23-19+ 12- 5+ 1
8 5 8*2: .20 11 101 [31-23+10-2
82 8*20:: 20 r 105 [37-26+8
28 9*2 0 r 115 [-35+27-11+2
8 7 9*.20 r 105 [31-24+11-2
3 8 10* f 121 [29-24+ 15-6+ 1
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Non·aUemating

J. H. Conway

L knot S /jo A

61
11
31
41
61V
111
31V
411
3v
4111
6V
lIV
2v
21V
2VI
6111
311
21
611
3111
2111
51

211
3VII
4VITI
4VI
3IX
6VIII
IVI
6VTI
2vII
3x
4VTI
2VIII
3VITI
4v
511
6VI
21.
3VI
IV
4IV

1111

5, 3,2. r 1
5,21,2- r 11
4 1,3,2. r 19
4 1,21,2- r 29
32,3,2. r 11
32,21,2- r25
311,3,2- r17
311,21,2- r31
23,3,2- r 5
23,21,2- r 19
221,3,2. r 23
221,21,2. r 37
2 2,2 2, 2- r 15
22,21 1,2. r 25
21 1,211,2- r 35
4,3,3· r 3
4, 3,21- r 9
4,2 1, 2 1- r 21
3 L 3, 3- r 15
31,3,21- r27
31,21,21- r 39
22,3,3· r 3
22,21,21. r 33
21 1,3,21- n 27
(3,2)(3,2-) n 31
(3,2)(21,2-) n 41
(21,2)(3,2-) n 29
(21,2)(21,2-) n 43
(3,2)- (3,2) r 11
(3,2)-(2 1,2) n 1
(21,2)-(21,2) r 17
-3:2:2 r 25
-3:2:20 r 35
-3:20:20 r 49
-30:2:2 r 45
- 3 0 : 2 : 2 0 r 49
- 30: 20: 20 r 21
3: ·20: - 20 r 5
21: ·20: ·20 r 5
·30: ·20: ·20 r 35
8*·3 0 r 51
8'2: ·20 r 45
8*2: .·20 r 39

[-1+1+0-1+1
[-1+2-2+1
{-5+4-2+1
{7-6+4-1
[1+1-3+2
[9-6+2
[5-4+2
{-11+8-2
[1-1+1
[-7+5-1
[-3+4-4+2
[13-9+3
[-5+4-1
[11-6+1
[-7+8-5+1
[-3+2+0-1+1
[3-2+1
[5-4+3-1
{-1+2-3+2
[-7+6-3+]
[-13+10-3
[-3+1+1
[13-8+2
[-9+7-2
[-9+7-3+1
[11-9+5-1
[7-6+4-1
[-13+10-4+1
[-5+4-1-1+1
[3-1-1+1
[7-4+0+1
[7-5+3-1
[-9+8-4+1
[13·11+6·1
[15-10+4-1
[-11+9-4+1
{3-4+4-1
[3-2+0+1
[3-2+0+1
[-11+9-3
[-15+12-5+1
[17-11+3
[-15+10-2
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10 crossing 2 string links

10 3,3,2,2 ,2 1.2.2 3, 3, 2, 2·

73 3,21,2,2 ,2 1.2 0.2 3,21,2,2-

622 21,21,2,2 .2,3,2 21,21,2,2-

55 3,2,3,2 ,2.3 0.2 3, 2, 3, 2·

523 3,2,21,2 ,2.2 1.2 0 3,2,21,2-
5122 21,2,21,2 .2,2,2.2 21,2,21,2-

442 5,2,2+ ,2,20.2.2 0 3, 3, 2, 2--

424 41,2,2+ .(3,2) 3, 2 1,2, 2--

4213 32,2,2+ .(2 1,2) 3, 2, 3, 2--

41212 311,2,2+ ,(2,2),2 3, 2, 21, 2--
4:1.:1.:1.:1.2 23,2,2+ ,(2,2),20 (22, 2) (2, 2-)

343 221,2,2+ 21:2:20 (211,2) (2, 2-)

3322 4, 3, 2-t 210:2:2 (22, 2-) (2,2)

3223 4,21,2+ 210:20:20 (2 11, 2-) (2, 2)

32122 31,3,2+ 2.2.2 0.2 0 (3,21) (2, 2-)

3142 31,21,2+ 2.2 0.2.2 0 (3, 3-) (2, 2)

31213 3, 3, 3+ 2 0.2.2.2 0 (2 1, 2 1- ) (2, 2)

311212 3,21,21+ 8*210 (3, 2+) (2, 2- )

3:1.:1.:1.:1.:1.2 22,2,2+ + 8*2,2 0 (21, 2+) (2, 2- )

262 211,2, 2+ 8*20: 20 (2, 2+ )(3, 2-)
23212 3, 2,2+ + + 8*20: ,20 (2, 2+) (2 1, 2-)
23:1.:1.:1.2 21,2,2+++ 8*2:: 20 (22, 2) - (2,2)
22222 (22, 2) (2, 2) 9*2 (2 1 1, 2)- (2, 2)

221122 (2 11, 2) (2, 2) 9*,2 (3,2 1)- (2,2)

21412 (3,2 1) (2, 2) 10** (3, 2+)- (2, 2)

213112 (3, 2+) (2, 2) 42,2,2- (21,2+) - (2, 2)

2:1.:1.2:1.:1.2 (2 1, 2+ ) (2, 2) 411,2,2- (2, 2+)- (3,2)

42,2,2 (3, 2) (2, 2+) 312,2,2- (2, 2+)-(21,2)

41 1,2,2 (2 1, 2) (2, 2+) 3 1 1 1, 2, 2- .(2,2- ),2

312, 2, 2 (3, 2) 1 (2, 2) 24,2,2- ,(2,2- ),2 0

3111,2,2 (21, 2) 1 (2, 2) 231,2,2- . -(2,2),2

24,2,2 .41 213,2,2- .-(2, 2),2 0
2 3 1, 2, 2 ,3 1 1 2 12 1,2,2- -210:2:2

213,2,2 .23 21 12,2,2. -210:20:20

2121,2,2 ,212 21 1 1 1,2,2- - 2 10 : - 2 0 : - 20

2112,2,2 .2 1 1 1 4,22,2- 2. -2.-2 0.2 0
2 1 1 1 1,2, 2 ,2 1 1.2 4,211,2- 2. ·2 O. ·2.2 0

4,22,2 ,2 11.20 31,22,2- 8*2,-2 0
4, 2 1 1,2 .3,21 3 1,2 1 I, 2- 8*20: ·20

3 1,22,2 ,3,2 10 212,3,2- 8*-20: ·20

31,211,2 .4: 2 2 1 2,2 1,2. 8*20: .·20

212,3,2 .3 1 : 2 2 11 1,3,2 . 9*.·2

212,21,2 .2 11 : 2 2 11 1,2 1,2.
21 1 1, 3, 2 .22: 20 2 2, 3, 21·
2 1 1 I, 2 1, 2 .2 1 1 : 20 211,3,3-
22,3,3 .3: 2 1 211,21,21-

2 2, 2 1, 2 1 ,3: 210
211,3,21 ,21 : 21
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10 crossinglinkswith 3 or morestrings

1. H. Conway

3 strings

6,2,2
51,2,2
33,2,2
321,2,2
222,2,2
221 1,2,2
4,4,2
4,31,2
31,31,2
22,2,2,2
2 11,2,2,2
212,2,2+
2111,2,2+
3,2,2,2+
21,2,2,2+
4,2,2+ +
31,2,2+ +
2,2,2++ + +
(4,2) (2,2)
(3 1,2) (2, 2)
(3,3) (2,2)
(2 1, 2 1)(2,2)
(2, 2+ +) (2, 2)
(2,2+) (2,2+)
(2, 2+) 1 (2, 2)
(2, 2), 2, (2, 2)
.5
.32
.221
.3.3
.3.30
.3: 3
.3: 30
.21:210
.4; 2 0
.31: 20
.22: 2
.2.3.20
.(2,2) : 2
.(2,2+ )
20.2.20.20
8*2.2
8*2: : 2

6,2,2-
5 1,2,2-
3 3,2,2-
3 2 1, 2,2-
222,2,2-
221 1,2,2-
4,4,2-
4,3 1,2-
3 1,31,2-
22,2,2,2-
21 1,2,2,2-
22,2,2,2--
(4,2) (2,2-)
(3 1,2)(2,2-)
(3,3) (2,2-)
(21,21)(2,2- )
(3, 2 1- ) (2, 2)
(2,2+ +) (2,2-)
(4, 2) - (2,2)
(3 1,2)- (2, 2)
(3, 3) - (2, 2)
(2 1,2 1)- (2, 2)
(2,2+ + )-(2,2)
(2, 2), 2, (2, 2 - )
(2,2), -2, (2,2)
(2,2),2, - (2, 2)
(2,2-), 2, (2, 2-)
.(2,2-): 2
. -(2, 2): 2
20.-2.-20.20

4 strings 5 strings

4,2,2,2
31,2,2,2
2,2,2,2+ +
(2, 2, 2) (2, 2)
(2, 2) 2 (2, 2)
(2, 2) 1 1 (2, 2)
. (2, 2) 1
.(2,2) : 2 0
10***
4,2,2,2-
3 1,2,2,2-
4,2,2,2-
(2,2, 2)(2, 2 - )
(2,2,2-) (2,2)
(2, 2, 2 - ) (2, 2 - )
(2,2,2- - )(2,2)
(2,2, 2) - (2, 2)
.(2,2-) 1
.(2,2-): 2 0
. -(2, 2): 2 0
10-***

2,2,2,2,2
2,2,2,2,2-
2,2,2,2,2--
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Alternating 11 crossing knots. Basic polyhedron 1*

L knot L knot L knot L knot

11 278 3 2 123 109 24,21,2 84 3,3,21,2
92 324 321212 268 2 3 1,3,2 357 3,2 1,3,2

13 83 320 321122 307 23 1,2 1,2 2 2 5 3,21,21,2
60 74 341 3211112 31 21 3,3,2 220 21,3,21,2
23 722 37 31412 131 213,21,22 4 0 21,2 1,2 1,2
3 713 119 31322 290 21 2 1, 3, 2 3 0 5, 3,z-

187 6 5 135 313112 329 21 21,2 1, 2 9 3 5,21,2+
27 623 311 31232 113 2 1 1 2, 3, 2 2 4 9 41,3,2+
80 6212 138 312122 330 21 1 2,21,2 122 41,21,2+
22 6122 298 312113 130 2 1 1 1 1, 3, 2 3 0 0 32,3,2+
20 61112 284 31 142 345 2 1 1 11,21,2321 32,21,2+
250 542 314 311312 17 5,2 2,2 124 311,3,2+
81 533 338 3112112 14 5, 2 11,2 334 3 1 1,21,2+
24 524 134 311132 246 4 1,2 2,2 120 23,3,2+
105 5222 401 3111212 269 4 1, 2 1 1,2 3 3 3 23,21,2+
232 52 13 128 3111113 282 3 2, 2 2,2 319 221,3,2+
4 515 347 31111112 294 3 2,2 1 1,2 350 221,21,2+
79 5123 32 2612 116 3 1 1,22,2 3 1 7 22,22,2+
34 51212 118 2522 133 3 1 1,21 1,2 3 4 8 22,211,2+
90 51122 117 25112 126 2 3,2 2,2 342 211,211,2-t
104 511112 293 2432 132 23,21 1,2 19 4,3,3+
251 443 136 24122 318 221,22,2 9 1 4,3,21 +
248 44 12 313 23312 328 221,211,2 2 7 0 4,21,21+
273 43 22 335 232112 2 5, 3, 3 235 31,3,3+
272 43 11 2 127 23132 78 5,2 1,2 1 299 31,3,21+
103 423 2 400 231212 230 41,3,21 129 3 1, 2 1, 2 1+
275 4223 346 2311112 85 3 2, 3, 3 108 22,3,3+
233 4214 310 22322 281 3 2, 2 1, 2 1 3 2 5 22,21,21+
283 42 12 2 344 222212 107 3 1 1, 3, 2 1 337 211,3,21+
94 42113 343 222122 100 2 3,3,2 1 340 22,3,2++
29 4142 349 2221112 83 221,3,3 353 22,21,2++
33 41312 351 2211212 301 22 1, 2 1, 2 1 3 3 9 211,3,2++
35 41213 327 2211122 26 2 1 2,3, 3 356 211,21,2+ +
123 412112 354 22111112 114 212,3,21 7 7 3,3,3+ +
271 41 132 38 21512 287 2 1 2,2 1,2 1 312 3,21,21+ +
297 411212 139 214112 82 2 1 1 1, 3,3 4 0 2 3,3,2+++
21 41114 336 213212 306 2 1 1 1, 3, 2 1 322 3,21,2+ + +
274 411113 143 2131112 302 21 1 1, 2 1, 2 1 140 21,21,2+++
137 4111112 352 2122112 18 4,22,3 245 (2 2, 2) (3, 2)
106 362 332 2113112 89 4,22,2 289 (2 2, 2) (2 1,2)
252 353 355 21121112 16 4,21 1, 3 280 (21 1,2)(3,2)
296 3 422 231 42,3,2 102 4,2 1 1,21 3 o 4 (211,2)(21,2)
92 3413 247 42,21,2 253 3 1,22,3 234 (3, 2 1) (3, 2)

279 3323 15 411,3,2 292 3 1, 2 2, 2 1 266 (3, 2 1) (2 1, 2)
316 33212 101 411,21,2 277 31,21 1,3 2 5 4 (3, 2+) (3, 2)
295 33122 36 312,3,2 309 3 1,211,21 291 (3,2+) (2 1, 2)
315 351112 115 3 12, 2 1, 2 99 22,22,3 112 (2 1,2+) (3, 2)
121 3242 276 3 111,3,2 326 22,2 1 1,21 3 3 1 (2 1, 2+ ) (2 1, 2)
323 32222 308 3111,21,2 111 21 1,21 1, 3 25 (3, 2) 1(3,2)
125 32213 28 24,3,2 12 3,3,3,2 96 (3, 2) 1 (2 1, 2)

238 (2 1, 2) 1 (2 1, 2)
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L knot

Alternating 11 crossing knots. Basic polyhedronnot 1*

knotL knot L knot

75 .41.2
229 .41.20
264 .3 11.2
98 .3 11.20

263 .2 3.2
97 .23.20

288 .2 12.2
110 .212.20
305 .2 1 1 1.2
303 .2 I 1 1.20
74 .4.21
76 .4.2 10
265 .3 1.2 1
267 .3 1.2 10
285 .22.2 1
286 .22. 210
58 .4.2.2
219 .3 1.2.2
256 .2 1 1.2.2
244 .2 2.2.2 0
261 .21 1.2.20
11 .4.2 o. 2

228 .3 1.2 0.2
95 .21 1.20.2
243 .2 2 0.2.2
260 .2 1 10.2.2
186 .2.4.2
54 .2.3 1.2

213 .2.2 2.2
10 .2.4 0.2
184 .2.3 10.2
72 .2.220.2
66 .3.2 1.2

224 .3.2 1.2 0
255 .2 1.2 1.20
70 .3.2 10.2

215 .3 0.2 1.2
258 .2 1 0.2 1.2
218 .3.2.21
236 .2 1.2.2 1
222 .3.2.2 10
68 .3.20.2 1

239 .2 1.2 0.2 1
88 .30.2.2 1
175 .3.2.2.2
159 .2 1.2.2.2
211 .2 1.2.2.20
182 .3.2.2 0.2
52 .3 0.2.2.2
210 .2 1.2.20.20

L

.3 .20.2.20 5 3 2 0 . 3 . 2 . 2
43 .21.20.2.20 176 2.3.20.20
50 .(3, 2).2 196 2.2 1.21.20

.(2 1, 2).2 8 20.3.2 0.2
.2.(3, 2) 64 20.2 1.20.2 161
.2.(2 1, 2) 167 2.2.2.2.2 0
.(3, 2).2 0 157 2.2.2.2 0.2 0
.(2 1, 2).2 0 169 2.2 0.2.2.20
.2 0.(3, 2) 212 8*2 2

197 .2 O.(2 1, 2) 191 8*2 1 1
73 2 2: 2 : 2 61 8*4 0
65 2 1 1 : 2 : 2 2 1 4 8*3 1 0
594:2:201888*2110

3 1:2:2048 8*3.20

7

200
51
195
178
204
177

226
262 2 1 I : 2 : 2 0 190 8*2 1.2 0
17040:2:21738*30.20
71 3 1 0 : 2 : 2 198 8*2 1 : 2
209 2110: 2: 2 172 8*3: 2 0
206 2 2 : 2 0 : 2 0 192 8'2 1 0 : 2
205 2 1 1: 2 0 : 20 47 8*30: 2 0
242 2 20: 2 : 2 0 199 8*2 1 0 : 2 0
257 2 1 1 0 : 2 : 2 0 193 8*2 1 : .2

940:20:204 9 8*3:.20
227 3 1 0: 2 0: 2 0 201 8*2 10: .2
63 2 110: 2 0 : 20 174 8*30: .20
69 3: 2 1 : 2 189 8*2 1'0: .2 0

217 3: 2 1 : 2 0 171 8*3 : : 2 0
237 2 1: 2 1 : 2 0 146 8*2 1 : : 2 0
86 3: 2 1 0 : 2 46 8*3 0 : : 2 0

259 21 :21 0:2403 8*2.2 0.2
223 30: 2 1 : 2 154 8*2.2 0.2 0
221 3: 2 1 0 : 2 0 1 6 6 8*2.2 0 : 2
8730:21:204 0 8*2.20:20
216 30:210:2404 8*20.2 : 2
6730:210:204058*20.2:20

214 2 1 0: 2 1 0 : 20 156 8*20.2 0 : 2 0
194 2 1.2.2.2 164 8*2 0.2 : .2
56 3.2.2.2 0 41 8* 20.2 : .2 0
181 3.2.2 0.2 158 8*2 0.2 0: .2
55 3.2 0.2.2 165 8'2 : 2 : 2 0
202 2 10.2.2.2 162 8*2 : 2 0 : 2 0
180 3 0.2.2.2 0 62 8*2 0 : 2 0 : 2 0
207 210.2.2.20 42 8*2: .20:.2
6 3 0.2.2 0.2 152 8*2:.2:.20

45 2 10.2.2 0.2 57 9*3
179 3 0.2 0.2.2 406 9*2 1
160 2 10.20.2.2 185 9*30
203 2 . 2 1. 2 . 2 4 0 7 9*.3
183 2.3.2.2 0 408 9*.2 1
208 2.2 1.20.2 409 9*.3 0

155 9*2.2
9*2.20
9*2 0.2
9*2: 2
9*2: 2 0

44
149
39

168 9*20:.2 0
145 9*.2:.2
1539*.2:.20
147 9' :20.20
163 9*2 0: : 20
148 10*20
150 10**2

10**20410
151 10**: 2

100**: 2 0
11*

144
411
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Non-alternating11 crossingknots

42, 3,2-
42,212-
41 1,3,2-
41 1,21,2-
312,3,2-
312,21,2-
3111,3,2-
3111,21,2-
24,3,2-
24,21,2-
231,3,2-
23 1,21,2-
2 1 3, 3, 2-
21 3,21,2-
2121,3,2-
2121,21,2-
21 12,3,2-
2112,21,2-
21 11 1,3,2-
21111,21,2-
5,22,2-
5,21 1,2-
41,22,2-
41,21 1,2-
32,22,2-
32,211,2-
3 11,22,2-
311,211,2-
23,22,2-
23,211,2-
221,22,2-
221,211,2-
5,3,21-
4 1, 3, 3-
41,21,21-
32,3,21-
3 1 1, 3, 3-
311,21,21-
2 3, 3, 3-
2 3,21,21-
221,3,21-
2 12, 3, 3-
212,3,21-
212,21,21-
2 111,3,3-
21 11,3,21-
21 11,21,21-

4,22,3-
4,22,21-
4,21 1,3-
4,21 1,21-
3 1, 2 2, 3-
31,22,21-
31,211,3-
31,21 1,21-
22,22,21-
22,21 1,3-
2 11,2 11,2 1-
3,3,3,2-
3,3,2 1,2-
3,2 1, 3,2-
3,2 1,2 1,2-
2 1,3,2 1,2-
21,2 1,21,2-
3,3,3,2-
3, 3,21, 2--
3,21,3,2- -
(2 2,2) (3,2- )
(2 2, 2) (2 1, 2 - )
(2 1 1, 2) (3, 2 - )
(2 1 1, 2) (2 1, 2- )
(3, 2 1) (3, 2 - )
(3,21)(21,2-)
(3,2+)(3,2-)
(3,2+)(21,2-)
(21,2+)(3,2-)
(21,2+)(21,2-)
(2 2,2-) (3, 2)
(22,2-)(21,2)
(211,2-)(3,2)
(21 1,2-) (21,2)
(3, 3- )(3, 2)
(3,3-)(21,2)
(2 1, 2 1- ) (3, 2)
(2 1, 2 1- ) (2 1, 2)
(22,2)- (3,2)
(22,2)-(21,2)
(21 1,2)-(3,2)
(211,2)-(21,2)
(3,2 1)-(3,2)
(3,2 1)- (21,2)
(3,2+ )-(3,2)
(3,2+ )-(21,2)
(21,2+)-(3,2)
(2 1,2+)-(21,2)

·(3,2- ).2 2. -21. 2.2
.(21,2- ).2 2.21. -2.2
.2.(3,2-) 2.-3.2.20
.2.(21,2-) 2.3.-2.20
.(3,2- ).20 20.3. -2.2
·(2 1, 2- ).2 0 2. - 3. - 2 0.2 0
.20.(3,2-) 2.-21.-20.20
.20.(21,2-) 20. -3. -20.2
·_ (3,2).2 20. - 21. - 20.2
· _ (21,2).2 2.2. - 2.2.20
.2. -(3,2) 2.2. -2.20.20
.2. -(2 1,2) 2.2 O. -2.2.20
.(3,2).20 8*-40
.2 O. - (3, 2) 8 * -3 10
-22:2:2 8*-21 10
-220:2:20 8*-3 0.20
- 22: 20: 20 8*3: -20
- 22: - 2 0: - 20 8*- 2 10 : 2
22: -20: -20 8*- 30 : 20
-211:2:2 8*30: -20
- 2 1 1 0: 2 : 20 8*- 2 10: 20
-211:20:20 8*-210: .20
-211:-20:-208*-30:.20
-40:2:2 8*-210: .20
-4: 2 : 20 8*30:: - 2 0
-40:20:20 8*3:: -20
-40: -20: -20 8*21 .. -20
- 3 10 : 2 : 2 8*2. -20.2
-310:20:20 8*2.-20.20
-3 1 0: -20: -20 8*2.20. - 20
- 2 1 10 : 2 : 2 8*2: 2 : - 2 0
- 2 11 : 2 : 20 8*2: 20: - 20
- 2 1 10 : 20 : 2 0 8*2:- 2 0 :20
-2110: - 20: -208*20: -20:20
- 30: 2 1 : 2 8*20 : 20: -20
- 30: 2 1 : - 2 0 8*2: . - 2 0: .2
- 30 : 2 10 : 2 8*2: .2: .-20
-210:30:2 9*.-3
-210: - 30: -20 9*.-21
- 2 1 0 : 2 1 : 2 9*2. - 2
- 2 10: - 2 10 : - 20 9*2O. - 2

9*.2: . - 2
9*.-2: .-2
9*.20: . - 2
10*-20
10**-20
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Computations in knot theory

H. F. TROTTER

1. Computer representation of knots. Tbe commonest way of ~
a specificknot to the human eye is by a diagmmof the type sbown in Fig. 1,
which is to be interpreted as the projection of a curve in 3-dimensional
space.

(0) (b)

FIG. 1

There are obviously many ways of coding the information in such a dia­
gran fir a computer.Cooway's nctation [2] (which I learned of frr tbe first
time at the conference) seems to me much the best both for handwork and
(perhaps with some modification) for computer representation. In some
work done at Kiel [3,4, 11] under the direction of Prof. G. Weise, one
notation used is based on noting the cyclic order of vertices around the
knot, and another is related to Artin's notation for braids. The simple nota­
tion described below is what I have actually used for computer input. It
has proved reasonably satisfactory for experimental purposes.
To each vertex of the diagram there correspond two points on the knot,

Whichwe refer to as fbe ~ and lower nxes Each nOOehas a succe.sscr
anived at by moving along the knot in tbe directionindicatedby the arrows.
Each vertex has one of two possible orientations, as indicated in Fig. 2.
If the vertices are then numbered in an arbitrary order, a complete descrip-

(+)
x

(-)
x

CFA 24

FIG. 2
359
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tion of the diagram is obtained by listing, for each vertex, its orientation
and the successors of its upper and lower nodes. The descriptions of the
diagrams in Fig. 1 are then

(a) I+L2 U2
2+L3 U3
3+Ll Ul

(b) 1 -L4 L2
2-U4 U3
3-Ul U2
4-Ll L3

where L, U stand for "lower" and "upper".
This description is highly redundant, but the redundancy is at least in

part a virtue, since it increases the likelihood that a coded description is
correct if it is self-consistent. In practice, the notation is fairly easy to use,
although errors in recording the orientations of vertices do crop up.
The coding just described is intended to be convenient to write down,

and does not correspond directly to a useful internal representation for a
knot. Some sort of list organization appears to be most appropriate, and
the list-processing language L6 [7]was chosen because it was available and
seemed to be well-suitedto the problem. In addition to efficient mechanisms
for storage allocation and subroutine organization, L6 has several distinc­
tive features. It deals with blocks of computer words as single objects, and
provides for declaration of fields (denoted by single letters) within blocks.
A field may contain either a pointer to another block, or numerical or coded
data. Indirect referencing (up to five levels deep) is denoted simply by con­
catenation. For example, XAT refers to field T of the block pointed to by
field A of the block pointed to by pseudo-register X.
A program has been written which reads a knot description, making

some elementary checks for consistency, and produces a linked list of
blocks in which there is one block for each node. Each block contains fields
which point to the preceding and following nodes and to the other node at
the same vertex. Other fields contain the vertex number and indicators for
the orientation of the vertex and the type of the node (upper or lower). The
program will also handle links (i.e. knots with more than one component)
and another field contains the number of the component to which the node
belongs. In addition, each block contains two fields used to link it tempor­
arily into various lists for housekeeping purposes during computation. In
this representation it turned out to be quite easy to write a program to per­
form trivial simplifications of diagrams by application of the Reidemeister
movesn.r,Q.2 ([12], p. 7) (see Fig. 3).
2. Computation of algebraic invariants of knots. The most straightfor­

ward application of computers to knot theory is in the computation of
known algebraic invariants. The first work of this kind that I know of
was done in 1959 at Princeton [1]on an IBM 650 computer, and consisted
of the calculation of Alexander polynomials for the alternating 10-crossing
knots in Tait's tables [15].Similar calculations were later made for the non-
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alternating IO-crossing knots and for the alternating I l-crossing knots in
the tables of Tait and Little [8,9,10,15]. (Conway independently did these
calculations by hand for his own knot tables [2].) Programs for computing
the Alexander polynomial and several other invariants are described in (3].

The most generally useful algebraic invariants of knots are connectedwith
the homology of cyclic coverings of the complement of the knot. Seifert
[14] showed that these invariants can be computed from an integer matrix
constructedas follows. The first step is to find a non-self-intersectingorien­
table surface with the knot as boundary. (It is not altogether obvious that
such a surface always exists, but Seifert actually indicates a method of con­
structing one for any knot diagram.) Unless the knot is trivial, the surface
has a genush greater than 0, and its first homologygroup is free abelian on
2h generators. A system of 2h closed curves which represent an integral
basis for this homologygroup can be found on the surface. A Seifert matrix
for the knot is then obtained by taking as ijth entry the linking number
(in 3-space) of the ith basis curve with a curve obtained by lifting the jth
basis curve slightly above the surface. (The side of the surface which is
"above" is of course determined by the orientation of the surface.) Any
knot has infinitely many different Seifert matrices belonging to it (and any
Seifert matrix belongs to infinitely many distinct knots).
Programming an algorithm to find a Seifert matrix from a knot descrip­

tion is an interesting problem. An especially noteworthy program in [3]
actually finds a Seifert surface and transformsit into the canonicalform of a
disk with attached bands, from which a Seifert matrix is then easily obtained.
I have written an L6 program which finds a set of basis curves and com­
putes the matrix without first altering the surface.

Let us say that two Seifert matrices are s-equivalent if they are the first
and last members of some finite sequence of matrices such that for each
consecutive pair in the sequence there is some knot to which both matrices
of the pair belong.

No purely algebraic characterization of s-equivalence is known, but it is
closely related to the property of congruence of matrices. We say that
matrices A and B are congruent over a ring R if A = PBP' where pi is the
transpose of P, and both P and its inverse have elements in R. It is quite
obvious that two Seifert matrices which are congruent over the integers
are s-equivalent, since any such change in the matrix can be obtained
simply by choosing a different basis for the first homology group of the
Seifert surface.The converseis known to be false, but a modified converseis
true [16].
Before stating this converse we must remark that any Seifert matrix is

s-equivalent to a non-singular one (unless it is s-equivalent to one belonging
to the trivial knot), and that if V and Ware s-equivalent non-singular ma­
trices then det (V) = det(W). (In fact det (V - tV') = det (W - tW') = A(t),
the Alexander polynomial of the knot.) The statement then is that two
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s-equivalentnon-singular Seifert matrices are congruent over the subring
of the rationals generated by the reciprocal of their common determinant,
and are a fOrtiori congruent over the rationals. Note that for the special
case of the determinantequal to + 1, integral congruenceand s-equivalence
coincide. -
Even the questionof whethertwo Seifertmatricesare congruentover the

rationals presents some difficulty. Seifert matrices are not symmetric
(indeedV-V'is always non-singular,with determinant1),so that ordinary
quadratic form theory does not apply. This problem has been studied (see
[17]and its bibliography)and it appearsto reduce to questionsabout quad­
ratic forms in algebraic number fields for which algorithmic solutions are
(at least in principle) known.
Questions of congruenceover the integers or some other subring of the

rationals are of course much more complicated. One becomes involved
with determiningwhether matrices are similar over the ring as an initial
step. This problem is connected with that of determining whether two
ideals in an algebraicnumber field are in the same class, and is in general
even more difficult.
The prospect for completely general algorithms for determining the

congruenceclassesof Seifertmatricesdoes not thereforeseem very hopeful.
Somethingless than completegenerality,however,can still be useful.A sys­
tem of Fortran programs for manipulatinginteger matrices has been writ­
ten, and has been used so far for computingAlexander polynomials from
the Seifert matrices. Some calculationson individualknots have also been
carried out, and in particular the knots labelled 9-28 and 9-29 in
Reidemeister's table [7] have been shown to have integrally congruent
Seifert matrices. This experience indicates that programs which will
automaticallydecide the s-equivalenceof Seifert matrices in a great many
cases may be quite feasible. Such programs must combine calculation of
nivariants which potentially may distinguish the matrices with a search
(guided by the theory) for a demonstrationof equivalenceif the invariants
turn out not to distinguish the matrices.

3. Manipulation of knot diagrams. The major project in knot theory in
which it appearsmost reasonable to use a computer is to check and extend
the tables of knots and their various computable invariants. Tables which
are generallybelieved to be complete and accurate (except for a few errata
noted by Seifert [14]) are given in Reidemeister's book [12] for all prime
knots of less than ten crossings. These tables include, besides diagrams of
the knots themselves, the Alexander polynomials, the torsion numbers of
degrees 2 and 3, and the Minkowski invariants of the quadratic forms of
these knots.Tablesof knot diagramsfor knots of up to 10 crossings,and of
alternating knots of 11 crossings, published by Tait, Kirkman, and Little
[5,6,8,9,10,15] duringthe 1880's,have already been referred to. Conway
has made more extensivetables, and found a few errors in the earlier ones.



Computations jn kmt theory 363

So far as I know, no other attempts at tables of 10-or ll-crossing knots
have beenmade.
While it seems feasible, althoughperhaps not easy, to get a program to

create all possible knot diagrams of a given complexity, a real difficulty
(whichbecomesmore and more serious as the complexityof the diagrams
increases) is that a given knot may appear in a number of different forms.
Within the limits of the tables that have been made so far, it is humanly
possible to recognize the equivalence of these forms, but it is not clear
how to make a computer program to do this with any reasonable degree
of efficiency.

.n.! 52.2 51.3

FIG. 3.

If two diagrams are suspected of representing the same knot, then one
may attempt to transform one into the other by a sequence of Reide­
meister moves, which are indicated schematically in Fig. 3. It is known
that if the knots are in fact equivalent,then some sequenceof moves which
will convert one into the other does exist. It is not hard to make a program
to carry out individualmoves, but it appears difficult to program anything
more efficient than an exhaustive search of all possibilities.Some interest­
ing programshave been written at Kiel [4,11] which seem to work quite
well and have been used successfullyto tabulate all knots of up to 8 cross­
ings. The empirical evidence furnished by the handwork of Tait, Little,
and Conway, however, shows that the number of distinct diagrams of a
given knot rises rapidly as the number of crossings increases, and it is
not clear that these programs would be usable for classifying knots of
more than 9 crossings.
Another possible technique is that of trying to reduce given projections

of knots to a form with a minimum number of bridges or overpasses.
(A bridge is a maximal sequence of consecutiveupper nodes. In Fig. lea)
there are 3 bridges. Figure l(b), in spite of having more vertices, has only
2 bridges.)Practicallyall the knots of less than 12 crossingscan be put in
a form with not more than 4 bridges, and the great majority can be reduced
to 2 or 3.

The advantage of diagrams with only a few bridges is that even though they
may contain many vertices, they can be characterizedby a comparatively
small number of integers.A knot with only 2 bridges, for example, can be
characterizedby a pair of integers (a,b),with a odd and b relativelyprime
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to a. Schubert [13] showed that knots (a, b) and (c, d) are equivalentif
and only if a = c and either b == d (mod a) or bd == 1 (mod a). The situa­
tion with 3 and 4 bridges is certainly a good deal more complicated. It
appears to be easy enough to reduce diagrams to forms that have a good
chance of having a minimal number of bridges. The crucial (as yet un­
answered) question is whether there are criteria for the equivalenceof the
correspondingknots which are powerful enough to be helpful and simple
enough to be usable. (Simple necessary and sufficient conditions are pro­
bably too much to hope for.)

Note added in proof. As his senior undergraduatethesis at Princeton in
1968, D. Lombardero wrote a Fortran program which accepts as input
the description of a knot or link in Conway's notation and calculates a
Seifert matrix for it. In part, the program uses an algorithm due to
A. Tristramwhichwas communicatedto me by Conwayat the conference.
The computationof matrices and Alexanderpolynomialsfor all the knots
listed by Conway required less than five minutes on an IBM 7094.
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Computer experi;nms on serp,mtHl whidl, fbnn
integrol bases

SHEN LIN

LET S == {Sh S2, . . 0, Sk, . . .} be a sequence of positive integers and
consider the set peS) consisting of all numbers which are representable as
a sum of a finite number of distinct terms from S. We say S is complete
if all sufficiently large integers belong to peS). For a complete sequence,
we call the largest integer not in peS) the threshold of completeness and
denote it by e(S). Necessary and sufficientcooditioos fir various sequeoces
to be complete have been studied by many authors [1,2,3,4]. In particular,
R. L. Graham [4] showed by elementary methods that any sequence
generated by an integral valued polynomial f(x) is complete if f(x) satisfies
the following (obviously necessary) conditions:

(1) The polynomial f(x) has positive leading coefficient, and
(2) For any prime p, there exists an integer m such that p does not divide

fern).
The method he used in the proof is constructive in nature, and with it he
also determined the threshold of completeness for the sequence of squares
S == {I, 4, 9, ... } as 128 and for the sequence of cubes S == {I, 8, 27, ... }
as 12758. A closer look at his method reveals that it is easily adaptable for
machine implementation. Indeed, it is possible to prove that some se­
qoox:es are ccrnplde and fird treir thresholdsof ccrnpleteress by a c0mpu­
ter in spite of the fact that the solution to this problem appears to require
the verification of an infinite number of cases, namely, that all numbers
larger than the threshold are indeed representable as a sum of distinct
terms from S. To be able to do this, we require that the sequence S satisfy
the following property which we shall call condition A.

Condition A. There exists an integer j s such that for all k ;;;:--ls we have
2sk ;;;:--Sk+1'
All sequences which we shall consider satisfy this condition trivially.

In addition, we may without loss of generality assume that the sequence
S == {Sl' S2, .. 0, Sk, ..• } is arranged in a nondecreasing manner, i.e.
Si "" Sj if i < j.

In the following, we shall show how one may use the computer to prove
some sequences complete and find their thresholds of completeness. The

36.5
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method was suggested to me by Dr. R. L. Graham of the Bell Telephone
Laboratories to whom I give my sincerest thanks here.
Given a sequence S == {Sl' S2, ... , Sk, . . .} satisfyingcondition A.

Assume that the integer ls is known such that for all k t»h, we have
2sk "" Sk+1' Let PiS) denote the set of all numbers which are represent­

able as a sum of distinct terms taken from the first k terms {Sl' S2, ... , Sk}
of S, including zero. Pk(S) may be computed recursively as follows :

PIeS) ~ {O, SI},
Pk+I(S) ~ Pk(S) U{Pk(S)+ {Sk+l}},

where, as usual, A+B == {x I x = a+h, a EA, bE B}.
Suppose all integers from a through b ("" a) belong to Pk(S) whilea- 1

and b+ 1 do not. Then we call fa, bl an interval in PiS) and define its
length as b+ 1 -a. For each k "" ls, as soon as Pk(S) is computed, we
determine the interval [Xk' Yk] in P,(S) having the longest length lk (if
there are two or more intervalswith the same length, we pick the one with
the smallestXk) and compare it with Sk+1' If lk < Sk+l' we set k to k+ 1,
and go on, repeating the above procedures. If /k ~ sk+l' we have proven
that 8 is complete and the determinationof the threshold of completeness
is now a relatively simplematter.We continue to calculate PiS) succes­
sively until Sk+l ~ Xk (Xk may decrease as k increases), and when this
happens, the threshold of completeness 8(8) is then Xk- 1.
The justification for the above procedure is easily seen. When we find

an interval [Xh yd in Pk(S) such that sk+1 """ lk = Yk-Xk+ 1 with k ~ ls,
we are guaranteed that all integers ~ Xk belong to peS). For Pk+1(S) will
contain all integers in the interval [Xk+ Sk+1, Yk+Sk+l] and hence all
integersin the interval [Xb Yk+ Sk+l], since Xk + Sk+l ~ Yk + 1andlthe inter­
vals [Xk' yd and [Xk+Sk+l> Yk+Sk+l] merge into one. By conditionA, this
merging will continue for ever since ik+1 = Yk+l-Xk+l + 1~ Yk+sk+1-
Xk+ 1 ;a.. 2sk+1 ;a.. Sk+2' When Sk+l ~ Xh no further Sk+/S may be used
to represent Xk- 1, and since all integers "" Xk belong to peS), Xk- 1 is
therefore the threshold of completeness for the sequence S.
In writing a computer program to find the thresholds of completeness

for sequences using the above procedure, the most efficient way to generate
and store the Pk(S)'s is of major concern. Two representations for numbers
in Pk(S) are used. First, in the characteristic function method, the set
PiS) is represented as a string of binary bits, the (i+ l)th bit being a one
if and only if the integer i belongs to Pk(S) and zero otherwise. Zero is
consideredto be in PiS) and hence the first bit of the string is always a 1.
Pk+1(S) is computed from Pk(S) by shifting the entire bit string for Pk(8)
an amount equal to Sk+I and logically or-ing it to the original bit string
for PiS). When the threshold of completenessis less than half a million,
this method is very fast since all computationscan be done in core.When
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the numbers in PiS) get to be larger than the limit of space available, a
truncated version for Pk(S)can be used effectivelyas long as the threshold
is less than half the number of bits available. In the secondmethod,Pk(S)
is stored as a sequence of intervals [aj, b;] and Pk+1(S) is obtained from
PiS) by constructing the new sequence of intervals [aj+sk+l, bj+Sk+1]
and then merging the two sequences to produce the sequence of intervals
for Pk+1(S), This method has the advantage that the number of intervals
becomes relatively constant after a while although it grows almost like a
power of two in the beginning.For large problems,the limit for storageis
exceeded very rapidly and auxiliary storages have to be used. Using the
interval method we have computed the threshold of completenessfor the
sequence of fourth powers S == {I, 16, 81,256, ... } to be 5,134,240.
Note that if the characteristic function method were used, we would have
to carry along a bit string of about 10 million bits. Various programming
devices and techniquesare employedin the programto reduce the running
time but they will not be discussedhere. Also, if J.:k = S1+S2+ ... +Sk is
the largest number in Pk(S), the intervals are symmetric about t Ek; i.e.
if [aj, bd is an interval in Pk(S), then [L'k- hi' L'k- a;] is also an interval.
Observationslike this help reduce the storage requirementfor Pk(S) by a
substantialamount althoughthey do make the logic for producingPk+l(S)
from Pk(S)much harder. As is well known to computerprogrammers,it is
always a difficult problem to find the proper balance between storage
space, running time, and simplicity of programming logic, and this pro­
gram is no exception.
Having what we consider an efficient program to compute thresholds of

completeness for sequences satisfying condition A, we turn next to a related
problem.We say that a sequenceS is essentiallycomplete if all truncated
sequences S; == {sm sn+l, . . .} are complete. It is not difficult to see that
all complete sequencesgeneratedby polynomialsare essentiallycomplete.
A result of Roth and Szekeres [3] also guarantees that the sequence of
primes, the sequence of squares of primes, etc., are essentially complete.
Examplesof completesequenceswhich are not essentiallycompleteare the
sequence of powers of 2, the Fibonacci sequence, and most Lucas sequences.
A study of when Lucas sequences are essentially complete is being made
by StephenBurr, whose results will be publishedelsewhere.For essentially
complete sequences,8(Sn) exists for every n.Using the program, we were
able to compute the thresholds of completeness for sequences such as
the sequence of primes, the sequence of squares, the sequence of pseudo­
primes (positiveintegers s, 2 having at most 4 positive divisors), etc., for
n up to a fairly large number. Some of the results obtained are briefly
summarizedin Tables 1 through 8 in AppendixA.
From the thresholds of completeness obtained, we observe that the

ratios ocn == 8(Sn+l)/Sn seem to settle down to a narrow region as n increases
and that for the sequenceof primes, this region is very close to 3. For the
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sequence of squares, the !Xn's settle down to around 5. Since we know that
all sufficiently large odd numbers can be expressed as a sum of three
or fewer primes and all sufficiently large numbers can be expressed
as a sum of five or fewer distinct squares, we are led to the following conjec­
ture and theorem :

CONJECTURE. Lim sup 0" exists for all complete polynomial sequences
am tm st!lJUl!IU! qf]1li1ms, st!lJUl!IU! of squtIIPS of ]1Ii1ms, etc. In partiaia;
[lim sup a,] = 3 for the sequence of primes and [lim sup o,l = 5for the
sequence generated by x2•

Note that if this conjecture is true, then the status of the Goldbach
conjecture can be settled by finite enumeration as can be seen from the
following theorem :

THEOREM Let S == {Sl, S2, ••• , Sk, ••. } be an essentially complete
s~ Supposethem exists an N and an a such thot for all n ;;..N,

a, == 8(Sn+1) -c a. 'Then all sufficiently large integers can. be exprnssed
Sn

as a sum. of at most [a} distinct tenns from & where [xl stands for the
largest integer •••x. As a consequence thereof, S forms an integral basis
for large munbers of onJer at most [oJ.At ~ rate, the conclusion is true
for all munbers y, ()(Sn) -cy ••••()(Sn+1)'for whidt a, -< a.

Proof. Let y > ()(SN); then we may find an ni» N such that ()(Sn) -< y •••
8(Sn+1)' Since y is greater than ()(Sn),y is representableas a sum of distinct
terms from Sm say y = si; +Si. + . . . +Si, where each SiJ;:;" sn' Hence
y ~ tsn. On the other hand, y ..;;;8(Sn+1) -< ('J.Sn' Hence t -< a. Since tis
an integer, t "'"[oJ.
While computerwork cannotyet establishthe validity of the assumption

needed in the above theorem,we believe that it can give us a fairly good
indication of what a may be, if it exists. It is hoped that experimental
work of this kind can help us formulatemeaningfulconjecturesthat some
one can prove at a later date.

APPENDIX A

Thresholds of completeness have been computed for many sequences,
and the behavior of the respective !Xn's studied. In the following tables we
give a summary of the computed results obtained for some selected se­
quences. The generating function for each sequence (Si =JriJ) is given on
top of each table and max (!Xn) means the largest a" in the range between the
two values of n headingthe columnin whichthe value of max(!Xn)is found.
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TABLE 1 Jlx} = X2+ 1
n 2 3 4 5 6 100 200

s. 2 5 10 17 26 37 lO,OOl 40,001

6(S.) 51 131 255 282 360 465 54,916 196,116

369

300 400

90,001 160,001
415,347 726,436

8(S,.}
0:._1 = -- 65.5 5l.0 28.2 21.2 17.7 5.602 4.952 4.645 4.562

S"_1
max(O(n) 5.673 5.328 4.880

TABLE 2 Jlx} = x2

II 1 2 34 5 6 50 100 150 200 250 350

sft 1 4 9 16 25 36 2500 10,000 22,500 40,000 62,500 122,500

«s; 128 192 223 384 492 636 17,07260,928 129,184 222,208 339,968 659,456

O(S.) 7.110 6.216 5.818 5.611 5.483 5.414IX =--,,-1
Sn-1

max(IX,,) 7.110 6.346 5.893 5.729 5.621

TABLE 3 Pn == the sequence of primes

n 2 3 4 5 100 500 1000 2000

s.; 3 5 7 11 541 3571 7919 17,389

e(S~) 6 27 45 45 1683 10,779 23,859 52,247

(j(S,,) 3.217 3.028 3.017 3.004
0(.-1 = --

S"_1

max(IX.) 3.217 3.044 3.032

TABLE 4 Qn == sequence of pseudo-primes

n 2 3 4 5 500 1000 2000 3000

-S" 2 3 4 5 6 1082 2307 4891 7619

O(Sn) 2 8 8 12 2172 4625 9835 15,257

O(S.) 2.009 2.005 2.011 2.003IX =--",-1 S,.--1

max(IX,,) 2.049 2.037 2.025
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TABLE 5 P! == sequence of primes squored

n 3 4 5 10 15 20

3ft 25 49 121 841 2209 5041

()(S,.) 17,163 35,355 124,395 149,403 160,155 269,715 405,003 573,715
8(S,.)

509.858 219.038CX~-l = -s- 132.259
"-1

TABLE 6 f(X) = (x2+x)J2, Sl!lp!IU! qf trimgu/Dr numbers

n 1 2 3 4 5 100 200 300 400 500 600

S" 1 3 6 10 15 5050 20,100 45,150 80,200 125,250 180,300

()(S~) 33 50 ll3 118 17324,01890,713 196,133341,273 532,775 753,774
O(SS

cx"-1= -- 4.852 4.558 4.373 4.276 4.270 4.194
3n-1

max(cx,.) 5.008 4.599 4.529 4.433 4.413

TABLE 7 f(x) = x3

n 2 3 4 5 10 20 30

3ft 8 27 64 125 1000 8000 27,000

()(S,.) 12,758 19,309 23,774 26,861 34,843 80,384 261,517 636,134
8(S,.)

cx"-l =-_ 110.266 38.127 26.082
3n-1

TABLE 8 f (zJ = x3+ 1
n 2 3 4 5 10 20 30

s; 9 28 65 126 1001 8001 27,001

8(S,,) 8293 10,387 14,125 17,88622,331 58,332 222,258 554,195

8(S,,)
C( =-- 79.906 32.377 22.722n-l

S"-1
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Applimtion of romputer to algebroic topology
on some biromplex mtmifolds'

HARVEY COHN

1. Introductory remarks. The present calculation is part of a series
concerned with representing the (fundamental) domain of definition of
certain algebraic function fields [1], [2] by computerized geometric visual­
ization. The ultimate goal is to obtain topological information which
perhaps can be of some value in understanding the algebraic function
fields and some of the number theoretic identities involved.
We are dealingwithHilbertmodularfunctionsof two complexvariables

over certain real quadraticfields. The theory of algebraicfunctions of two
complex variables is involved here and the suitability of a representation
such as the Riemann surface is highly questionablein general.We restrict
oorse1vesto a few carefully chosen cases wIDe IS. B. GunclIa:h has recently
shown [4], [5] the domain of definition to be representable as a compact
manifold.
In order to visualize a bicomplex space,we must treat four (real) dimen­

sions to within the limits of three-dimensionalintuition. We attempt as
an analogy the visualization of certain (ordinary)modular functions and
their fundamentaldomainsand we show to what limited extent the analogy
can be pursued.
2. Modular group in one variable.Herewe considerthe uwer halfplareU

1m z >- 0 (2.1)

subject to identifications under the (Klein) modular group G, namely
Zo = liKz) = (az+ b)/(cz+d), od-be = 1 (2.2)

where a, b, c, d are integers. Alternatively,the transformationsare repre­
sented by matrices ± S where

(2.3)

t Research supported by the U.S. National Science Foundation Grant G-6423 and
computer support contributed by the Applied Mathematics Division of the Argonne
National Laboratory of the U.S. Atomic Energy Commission.
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We also considerG2 the subgroup (of matrices or transformations)for which
S =B (mod 2) (2.4)where E is the unit matrix.

The fundamental domain F for G is classically given by the region F
shown in Fig. 1. Thus F is determined by the inequalities

I Rez 1-< ~)
I z 1>- I

with boundary identified by making co A coincide with co C according to
Zo = z+ 1 while AB coincides with CB according to Zo = - l/z, (We have
compactified, of course, by adjoining 00.) (See [3), pp. 84, 127.)

(2.5)

00

o

A !,l C

FIG. 1. Fundamentaldomainfor G and G2• We see F with floor ABC projected
onto segmentAC on the left.We see F2 assembled from six replicas of PIon the

right so as to form a 2-sphere.
In a one-dimensional world, we would see the floor of the region F or

arc ABC projected as segment ABC (see interval in Fig. 1). Also, the walls
of the region Fare trivial by comparison. They are merely the boundaries
of the fundamental region for G"" (the subgroup of G which leaves 00

unchanged). Here Goo is simply

Zo = z+n (n integral). (2.6)
To visualize the fundamental domain F2 for G2 we would note that G2

is a subgroup of G of index 6 with cosets determined by

(~ ~), S2 = (~ ~), S3 = e -~), }
(0 -1) S = (1 -1) S = (1 0).
1 -1,' 5 1 0' 6 I 1

(2.7)
s. =
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Each right coset GzSm in G relocates F in a well-defined manner (to
within equivalences under G2). Thus F2 consists of six replicas shown
at the left of Fig. 1. (Naturally F2 has no floor since it touches the real
axis at 0 and 1.) It is easy to see, from the diagram on the right of Fig. 1,
how the fundamental domain F2 becomes a sphere under "trivial boundary
identifications". The trivial boundary identifications are possible only
because the floor of F, namely Izl = 1, is mapped into itself under
Zo= -l/z, the transformation mapping F into the region (OABC)
immediately below it.
A deceptively simple intermediate stage is provided by the Picard modu­

lar group (like Klein's except that in (2.2), a, b, c, dare Gaussian integers).
Here the three-dimensional representation makes for a simple analogy
to Fig. 1 and indeed the analog of G and the analog of G2 are 3-spheres
(see [6]).
We know that going to four dimensions, the domain of definition of

an algebraic function field in two complex variables cannot be a 4-sphere.
Therefore, we know some degree of difficulty must be encountered in ex­
tending the construction of F2 to two complex variables!

3. Hilbert modular group. We smnmarize tbe constructionof tbe fuocla­
mental domain, here, only in sufficient detail to define necessary terms
and symbols. The justification appears in earlier work ([1], [2]).
The theory is restricted to the quadratic field Q (2t). We deal with

three closely related groups,
r * = (ordinary) Hilbert modular group,
r ::::symmetrized Hilbert modular group,

rz = subgroup of r == E (mod 21) (principal congruence subgroup).
Here we have the Cartesian product UX U of two upper half planes

written as "formal" conjugates z, z'
1m z > 0, 1m z' > O. (3.1)

We define T* as the group of linear transformations (sometimes called
"hyperabelian"),
Zo = L'(z) = (rxz+P)/(yz+(;), z~ = L"(z') = ((X'z'+P')/(y'z'+ 0') (3.2)

WIDe a, fJ, ... , a', (3', . . . are conjugate algebraic integers in Q (2i) and
rxo-py = 8~t, rx'(;'-P'y' = (s~)2t (3.3)

where BO = 1+2i is the fundamental unit (s~= 3+2.21), and t is
an integer. The corresponding matrices are

£ = ±B~ (: ~), (3.4)

and likewise for the conjugate.
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As a convenience we omit the mention of the conjugate when dealing
with statements where the meaning is clear. Thus when we refer to z as
a point, we mean (z, z'), etc.
The group r is the supergroup over r* formed by adjoining the gen­

erator Zo = z', or in full,

Zo = z' , z~ = z. (3.5)
The group r2 is the symmetrized subgroup of r* formed by restricting

T'; to substitutions for which the matrix Z satisfies

(3.6)
and adjoining the generator (3.5). Clearly r2 is a subgroup of r of index
6 with the same equivalence classes (2.7) (if we ignore symmetry opera-

1

tions, which we can do since every a == a' mod 22) I

The variables of UX U are reparametrized as follows
We start with

2: == E (modJ2t)

z = x+iy, z' = Xl + iy' (3.7)
and we introduce four new variables, namely R, R', S, Sf as follows

1 1

X = R+22 R', x' = R-22R' (3.8)
1

S = (yl_ y)i'ij(y, + s), S' = yy'. (3.9)
We next consider roo, r;, the subgroups of (3.2) and (3.6) which keep

the point at 00 fixed. Thus
1

roo: H(z) = e~tz+a+b'22
t]J : R, R' defined modulo 1'}

o ~ S~ 1, 0 -< 8';
and for the subgroups and superdomains,

(3.10a)

(3. lOb)

1
Too: H(z) = e~tz+2a+b'22
t!>"": R (mod 2), R'(mod I)}

0..;; S..;; 1, 0 -c S'.

(3.l la)

(3.11b)

Actually the above formulas (3.l0b), (3.1 lb) must be further modified
by a symmetry law. It is clear that the interchange (3.5) leads to the iden­
tification

(R,R', S, S');; (R, - R', - S, S)
Hence if S = 0, we have the identification (modulo 1 always)

(S = 0): R' =:: - R' (R' = constant).

(3.12)

(3.13a)
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We actually have an additional one at S= 1, namely
(S = 1): R+2R' == -(R+2R') (R+R' = constant). (3.13b)

More explicitly this is the involution
R =: 3R+4R' } (3.14)
R' == -2R-3R'

derivable from (R-R" 2f) == (R+R"2~) (3+2.2-}). (This is the result
of identifying S = - 1 with s= + 1, under Zo = e~Z.)
These involutions are shown in the upper and lower face of the cube

in Fig. 2 for I>: If we are interested in r-; we take another cube alongside
(zo = Z+ 1); with the same involution on the two faces. The intermediate
faces are tori. Now region (/Joo (or (/J2') can be seen to be topologically equi­
valent to the 3-sphere, as would be necessary to compactify rat 00.

,,S=O~=-------~~----------~~
,

Axis,of symmetry
-------1----------· --

FIG. 2. Fundamental domain for «P"". Here we see a unit cube with torus cross­
sections (S=const.) but symmetries on S = 0 and S = 1 as explained in §3. The
spindle-shaped region of norm 2 is shown in two halves which adjoin (see § 5).

4. Assembling the floor. The floor of I' is the analogue of arc AC in
Fig. l. It is computed as a function [1]

S' = feR, R', S) over (/>"". (4.1)

Thus the fundamental domain (/J consists of the values
S' ?!=> f( R, R', S) over o-, (4.2)

subject to identifications on the floor (4.1). Every such point, in terms
of z, z', is transformed into another such point by a transformation

, Zo = .1'(z), z~ = L"(z') (4.3)
or else, if symmetry is invoked,

Zo = .1"(z'), z~ = E(z). (4.4)

CFA 25
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In the case of Fig. 1, the only transformation was z' = - 1 [z, Here,
however, there can be very many, but we set them up into a minimal num­
ber. The computer program discovers the transformation

£(z) = (rxz+/3)/(yz+ 0)
which maps z into its transform Zo (or z~) by listing the eight rational parts
of

1 1 1 1

a = a+a"2t,/3= b+b'·i2,y= c+c'·22,o= d+d"22 (4.5)

as well as listing zo, the transformed point (with z~) for each given point
on the floor. (To keep the machine program free from symmetrization,
sometimes Zo was listed and sometimes z~ depending on whether (4.3) or
(4.4) happened to be theoretically correct.) The machine stored the trans­
formations as

so that repeating transformations can be assigned the same identification
numbers on each occurrence.
For each point of the floor subject to transformation E(z), we have

II yz+b II = I yz+o 12 y'z'+b' 12= 1 (4.6)
the analogue of Izj2 = 1 in Fig. 1. There can be several such surfaces meet­
ing at lower dimensional submanifolds of the floor but the pairing of
points is more important than the transformation which does the pairing.
(Thus, such banalities as round-off errors can change a transformation by
slightly shifting a point, but this is not important by itself.)
In the calculation pursued here, 34 different transformations .E occurred

and the machine assigned numbers from 1 to 34 in the order of occurrence.
We group them for later purposes in accordance with congruence classes
(mod 2) as in (2.7). They are as follows:

Congruent to S1:_ (-1 _ii)£7 - ,
1

22 1

( -1 0)£32= ! ;
22 -1

(1 -2~)
£8 = 2i I '

Congruent to 53:

t"' _ (0 -1) t"' _ (0 -3+2'i~)~2 - ,~23 - ,

1 ° 1 0

( _2t -1) (2~1 )
£14 = , £12 = ! '

1 0 1 22

(2~-1)£13 = 1 0'

(
0 -1 )

£1 = 1 i'
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_ (0 -3+2'2!)1:'30 - ,
1 -1

E5 = (0 -1),
1 -1

Congruent to S5:

( -1 -1) (1 -01),J:6 = 1 0' 1:'20 = 1

_(_1_2i -1) _(-11:'25 - , E33-

101

_ (1 - 3+2.2t).E3( - ,

1 °
Congruent to S6:

Y' _ (1 0) Y' _ (1_2t -2+i)":"22 - , ":"16 - ,

1 1 1 1
(
1 -2+12.i),1:24 = 1

( -1 0) Y' _ (-1+2i -2+2!)1:9 = 1 ,'<:"19 - ,

-1 1-1

( -1 -2+2.i) Y' _ (-1 -2+i)1:29= , '<:"26 - 1 '

1 -1 1 _1+22

B _ ( -1 +i ° ) Y' _ (1 -2+2~)
18 - 1 ' "::'27 - 1 '

1 _1+22 11-2z
1: _ (1_2i 0 )17 - 1 •

1 1- 22
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It is significant that the norm IN(y) I = 1 except for those transfor­
mations congruent to S: (the identity), where IN(y) I = 2.
If we refer to Fig. 3, we see a cross-section S :::1, on whichmany re­

gions seem to be represented.We cannot be too sure of those represented
by only one point, such as "region" 1, 10, 35, 11, 3, 5. Actually "region"
35 is a complete accident of round-off error while "region" 1 joins only
at the corner point until S becomes smaller (about 0.43). To test whether
points occur as accidents we have only to test cross-sections for values
of S close to the one in question.

~:: 2 s= 1:00 1<: ••n.50f r.~5Gl RPRjME= -0.5.( 0 •• 501

~~ 24 24 24 24 24 24 24 2. 3 26 26 26 26 '2~ ?6 26 26 '2

21 21,24 024 24 24 24 24 24 6 26 26 26 2fl 26 2fo '6 , ~3 23

21 '21,24 24 24 24 22 22 __6 2" 26 26 26 'U! 26 1 5•• !.. 23 23 23

f.,,2 2 23 23 23,
21).,}~;_) 2 23 23 23 23

6 :::'626 26 1 5 25 6 ~ '2 fl ,,3 23 23 23~ ~

6 26 26 1 _ 25 6 tl.,~ '2 '2 2~ 23 23 ~~a 20

25 6 ~ ,,~ 2 ., 23 23 2 2 ~c 20 28, ,
6 I!l 6," 2 '2 2 n 2 '2 2P.O 22 20 20

6 61'2 2 2 2 2 ? 2 ~~ 20 2C 20 2:::, ,+, 2 21~20" 20 2C 2
~ 2 2, R

t 6 6 6 6 /2 '2 2 '2 2 :;> ~~C

t 6 6 6 tit 2 2 23 2 2 '2 '2/20 2n 20 2~ ;
e 6 "/2 ,23 23 2 2 2~O 2< " 2

, "'2 23 23 23 2 2 ,,<!o 20 2 9 9

",-r; 23 23 23 2 2 S-'(O 2B 7172727 27 9 9 ,(5
23 23 23 23 :( 2A'b"28 9 29 291;';, ,
23 23 23 ,,~o 17 27 27 27 2' 27 9 9 Q 9 29 29 2)3~

23 23 '2.~~- 11 27 27 ;P 21 27 27 9 9 29 29 ?9 29 29 ~o 30

:?9 29 29130 30

:0>1 29 29 i; '('3

FIG. 3. Pieces of floor ofc[>lying in cross-section of S = l. Note the consistency
with the symmetry on S = I in Fig. 2. (The R' axis has inadvertently become

directed downward because of the direction of the paper in the printer!)

We can, however, cut and paste and rearrange the sections so that
the cross-section for S= 1 is still a toros, but thot there are the kast num­
ber of different regions showing. Clearly, region 21 is connectedto region
23 by letting z become z+ 1, etc. Moreover, two regions represent the
same tnmsformationas fur as cpoo is coocemed, if fir some H in roo we have

H(Ea) = s; (4.7)
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Thus region 23 and 2 are the same, 1:23 = C021:2 but 1:22 and 1:26must be
different since they have different denominators.
It can be verified that for IN(y) != 1, two transfOrmations with the same

denominator are identifiabk lDIlIer (4.7). It is similarly easy to attend to
the transformationswhere I N(y) I = 2. Thus in Fig. 3, the black lines set
apart regions in which (4.7) is not valid. A dotted line is used if the trans-
formationH satisfies H(z) =: z+ 1 (mod i~),thus region 2 and region 6
are separatedby a dotted line (.E2 = 1:6+ 1).
It is conjectured, in more general cases of Q(k{"), that a single piece

can be put together for each value of 0 (mod y), and this seems true from
the computationhere. We call \N(y) \ the norm of the piece in question.
Thus we have a "piece of norm 1" and a "piece of norm 2".
The piece of norm 2 is a spindledrawn in two halves in Fig. 2. It shrinks

to a point at S = 0 and S = 1. We locate it for definiteness at an axis through
R = 0, R' = - i- so that transformation 31 prevails. Thus the piece is
mapped into itself (underequivalenceclasses in I> by

Zo = H (Z/(2!z+ 1» (4.8)
(or Zo is the value symmetricto it, we shall not always repeat this). These
H(z) all belong to rt.

s = 0·45

S= 0·95 5=0,31

S = 0·82

FIG. 4. Sections of the piece of the floor of (/J having norm 1. The shaded portion
is explained in $4. Note the cross-sections of the spindle of norm 2 in four equiv­

alent positions.

The piece of norm 1 is harder to draw. We show it in several cross­
sectionsin Fig. 4. For S=O it is the square and for S= 1 it is the rectangle
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always dictated by the symmetriesof the faces in Fig. 2. As S goes from
o to 1 the cross-sectionbecomes more and more oblique, attaching itself
and detaching itself from images of the spindle (of norm 2) at critical
values S=0.31 (approx.) and S=0.82 (approx.). For the piece of norm 1,
we can show every transformationjoins 1:2, i.e. for H in roo

Zo = H(-lIz). (4.9)
We use shading in Fig. 4 to show the portion which belong to r-;.

Thus in terms of H in it.we have the following:
"shaded portion" Zo = H( - l/z),
"blank portion" Zo = H(- Vz+ 1).

The shading is not of topological interest as much as it shows that part of
the piece of norm 1 must match equivalentpoints in the neighboringrep­
lica of (/)00 (formed by z+ 1 = zo), if we were to match this piece in the
unit square by (4.9). Actually, it is more meaningful to match it with
itself.

The piece of norm 1, as reassembledfor Fig. 4, is matched with itself under
Zo == - ]/z (or z~ = - 1 /z) without use of the equivalence operations qf (4.9).
To see this consider the two-dimensionalboundaries of the reassembled
piece of norm 1. They consist of the simultaneousequations

IIz II = 1, i I yz+ (l II = 1 (4.10)
if yz+ b is the denominatorof a neighboringregion. Under Zo = - 1 [z,
the boundary is mapped into another boundary given by

IlzII=l, II oz-y II= 1. (4.11)
The assertion now follows from the fact that the relation Zo == - l/z con­
verts the piece into another piece of the same floor of norm 1, while the
boundary was determined in an invariant fashion.
Any boundary segment (4.10) determines the height of the floor uni­

quely. These correspond to the points A and C in Fig. 1 which are deter­
mined by fixed points rather than by any analysis of the arc ABC. Note
that the pair of points A, C constitutes a O-sphere just as the boundary
of the piece of norm 1 is a 2-sphere.
The critical values of S are quite interestingby themselves,namely

S1 = 0.3101 ... = (4_6-i) /5
and

1

S2 = 0.8165 ... = 62/3
Actually the points of attachment and detachment are points at which S'
takes the valuesbelievedto be the minimumfor the wholefloor, namely [1]

S' = t(-3+2.6~')= 0.4747 ....
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5. Approximate topological configuration. By using the previous infor­
mation we can give an approximate description of the topological con­
figuration.

First consider W.Here (/)has a manifold point at 00 from which the three­
dimensional base in Fig. 2 appears like a 3-sphere. It is divided into two
pieces of norms 1 and 2 which are 3-cells, each folded into itself by transfor­
mations (4.8) and (4.9). (Recall that in the simple case, Fig. 1, the floor was
one piece folded onto itself by Zo = - 1 Jz.)
Next consider (/)2. If we refer again to Fig. 1, we see that there are three

replicas of the floor AC, DC, EC which transform into one another like the
representativesof G/G2 in (2.7). The fact that the reassembledpiece of norm
1 is transformed into itself under Zo = - liz, etc., enables us to reproduce
three replicas of that piece in an analogue of Fig. 1. If we momentarily
restrict ourselves to this piece (ignoring that of norm 2), we have a simple
situation where the (spherical) boundaries of each of the three replicas meet
in a 2-sphere analogous to the O-sphere A, C of Fig. 1. The analogy, how­
ever, is not kept because the piece of norm 2 does not map into itself under
Zo = - liz, etc., hence it is not representable as three replicas lying in the
replicas of the floor. The boundary of this piece of norm 2 is nestled, how­
ever, in between the various boundaries of the pieces of norm 1, and the
three-dimensionalpiece of norm 2 bulges out of the spherical boundary into
parts of the three-dimensional floor. The situation is therefore somewhat
more complicated than that of lower dimensional space (as it must be since
the final configuration cannot be a 4-sphere I).
We are confronted with the need to study the self-mapping of the floor

more carefully in order to make deductions concerning the topology of the
fundamentaldomains @and (/12. There are very few cases which are analog­
ous [5], possibly the other two involve Q(31/2), where the problem can be
considered as an analogous pasting of 3 (or 4) 3-spheres. In any case, the
numerical data are capable of further analysis for geometric or topological
features than attempted here.
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A real root calculus

HANs ZAsSENHAUS

How can we construct a really closed algebraic extension over an algebraic­
ally ordered field n

We assume that Fis constructively algebraically ordered (see [1]).
A 1PDl root caktJus over F consists in solving tbe followingtwo tasks
(1) To assign to each polynomial P of F[X] a non-negative integer

NR(P). This number will turn out to be the maximal number of
distinct roots of P in any algebraically ordered extension of F.

(Il) To assign to each polynomial U of F[X] and to each index I satisfy­
ing the condition 0<1",," NR(P) uniquely a number SIGN( U, I, P)
which is one of the three numbers 1, 0, - 1. It should turn out to be
the sign of the value of U for the Ith root of P in any algebraically
ordered extension of F containing NR(P) distinct roots.

This task was first solved by Vandiver [4] in case the algebraic ordering of
Fwas archimedean. Use had to be made of factorizations of polynomials of
F[X] into irreducible factors. The task was solved again by A. Hollkott [2]
in his. 1941 thesis without taking recourse to Vandiver's additional two
assumptions. Tarski [3] solved the task independently.
The real root calculus which is expounded here is based on A. Hollkott's

thesis. For the benefit of English readers streamlined proofs of the neces­
sary theorems are given.

1. Here are the theorems to be proven later:
THEOREM 1. (Between value theorem.) IfPEF[X],A<B, P(A)P(B)<0,

then tlm! em be oonsbucted m ~y orclend edensWn of F rontain­
mg a root R or P satisfymg the Urequalities

A <R < B.t (1)
t As it stands, A, B denote elements of the algebraically ordered field F.We agree,

however, that A, B also are permitted to be one of the symbols=, 00 which are subject
to the rules: -00 <B for any B of F, A< 00 for any A of F, -co < =; furthermore
(-oo)A = oo(-A) = -00, =A = --(-A) = 00 for any positive element A of F; also
= +00 = = = (-00) (-=). oo( -ex» = (- 00) 00 = -00, finally P(oo) = A 00 if the
leading coefficientof P is A and P( - 00) = P-(oo) (P-(X) = P( - X». We set sign 00 = 1,
sign (-co) = - l. It follows that sign (AB) = sign A . sign B whenever A, B, AB are
elements of FU {oo,-oo}, that signA = 1 if and only if A> 0 and that there are elements
A, B of Fsuch that sign P( - co) = sign P(Y), if - oo"""Y"""A, and sign P(m) = sign
P(y), if B~Y~oo for Yin any algebraically ordered extension of F.

383
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The number of distinct roots of the non-zero polynomial P of F[X] in
any extensionof Pis boonded by tbe degree of P. Heoce tree is a maxirmnn
NR(P) to the number of distinct roots of P in any ordered extension" of F.
Similarly, for any two elements A, B of F U {oo,- oo}satisfying the inequal­
ity A <; B there is a maximum NR(P, A, B) to the number of distinct roots
of P in the interval [A, B) = {Y/ Y EF & A •••Y-< B) in any algebraically
ordered extension of F.We have

NR(P) = NR(P, - 00, 00), (2a)

NR(P, A, B) = NR(P, A, C)+NR(P, C, B) (2b)
if A < C < B,

NR(P, - ==, R(I, P)) == J- 1, (2c)
providedthat R(I, P), ... , R(NR(P), P) are NR(P) distinct roots of Pin F
ordered by their order of magnitude. We denote by P' the derivative

P'(X) = NA(O)XN-l+(N-I)A(I)XN-2+ ... + A(N- 1)
of the polynomial

P(X) = A(O)XN+A(l)XN-l+ ... +A(N)

(3)

of degree
(4)

N= [Pi
of F[X]. Thus P'(X) = 0 if [Pi = 0 or if P = o.
We denote by GCD (P, Q) the greatest common divisor with leading

coefficient1 of the two polyn01l1ialsP, Q of F[X], not boh of which vanish.
There is a well-known routine for finding GCD (P, Q).
'Ire non-zero polynomialP of F[X] is said to be separableif it is not divis­

ible by any non-constant polynomial square. A necessary and sufficient
condition is given by GCD (P, P') = 1. In any event, the polynomial P and
the polynomial quotient P/GCD (P, P') have the same roots.

THEOREM 2. For the non-zeropolynomialP of F[X] and for elements A, B
of F satisfying A <:B, there can be constructed an ordered extension of F
that is generatedby NR(P, A, B) distinct roots of P belongingto [A, B).

(5)

THEOREM 3. Let A, BE F U too, -oo}, let P be a separablepolynomialof
F[X] and let F contain NR(P') distinct roots of P', say

R(I) <R(2) < ... < R(NR(P'))
P'(R(I) = 0 (1 ~ Z ••• NR(P'».

(6)
(7)

Then the non-negative integer NR(P, A, B) is equal to the number of
changesof sign iD the chain of values

peA), P(R(J», ... I P(R(K», PCB) (J •••K) (8)

t By this we mean of course an extension of F with an algebraic ordering which re­
stricts to the given algebraic ordering on F.
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where either the indices J, K are so determined that A <R(J), R(K)< B,
R( J- 1) ~ A if J>I, B~R(K+ 1) if K<NR(P'), or if that determina­
tion is impossible, then the terms P(R(J)), .. , P(R(K)) are to be dropped
altogether. A change of sign is scored for any change of the sign function
from one value to the next on the right excepting the case when zero is
on the right.
THEOREM4. The maximal number NR(P, A, B) of "real roots" of

P in the interval
[ A, B) = {Y lYE F & A ~ Y < B} (9)

depends only on the non-zero polynomial P of F[X] and on the elements A, B
of the algebraically ordered field F subject to the condition A < B, but
not on the algebraically orderedfield F itself. In particular, it will not change
if F is replaced by an ordered extension.

THEOREM 5. Let (J be an order-preserving isomorphism of F on the alge­
braically ordered field of. Let E = F(R) be a finite ordered extension by a
root R of the polynomial P of F[X] and let E = aF(R) be a finite ordered
extension by R. Then there is an order-preserving isomorphism of E on P,
mapping R on R and restricting to a on E if and only if aP(R) = 0 and
NR(P, -00, R) = NR(aP, -=, R).t

THEOREM6. (Theorem of Rolle.t) If the polynomial P of F[X] vanishes
for two distinct argumentsA, B of F then an ordered extension of F can be
constructively generated by a root of P between A, B.

THEOREM7 (Mean value theorem.) For any polynomial P of F[X] and
any two distinct elements A, B of F an ordered extension of F can be con­
structively generated by an element Y of F satisfying

(P(B)-P(A»f(B-A) =- P'(Y). (10)

2. Weare going to construct recursively on each of the degree levels
D = 1, 2, ... ordered extensions of F of complexity 1, 2, ... by the adjunc­
tion of root symbols R(/, P) for polynomials P of degree not greater than
D with coefficients in ordered extensions E of complexity 0, 1,2, . . . over F.
For the root symbols it will be demanded that

P(R(/, P» = 0, (11)
NR(P, - 00, R(I, P)) = 1- 1, (12)

hence the index I must be a natural number not greater than NR(P) .

.!By aP, of course, we denote the polynomial of O'E[X] the coefficients of which are
obtained by applying (j to the corresponding coefficients of P.

~It will be noted that Sturm's theorem is not needed for our construction, though of
courseit providesa vel)' valuabletool in realaIgelra (see e.g. 121,151). Theorems 6 and 7,
though interesting in themselves, are placed at the end because they do not enter
the construction, but are used only for the purpose of proving the other five theorems.
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For this purpose we must assign to each polynomial U of E[X] a sign
function SIGN (U, J, P) assuming one of the 3 values 1, 0, - 1 such that
the operational rules

if

U(R(I, P» + V(R(I, P» = W(R(l, P»
U(R(I, P)V(R(l, P») = T(R(J, P»

U(X)+ VeX) = W(X), U(X)V(X) = T(X),

(13)

(14)

define an orderedextensionE(R(I, P» consistingof all symbolsU(R(I,P)),
according to the positivity rule

U(R(!, P» > 0 (I 5)
if and only if SIGN (U(R(I, P»)= 1, and the equality definition

U(R(J, P)) = V(R(I, P» (16)
if and only if SIGN «(0- V)(R(I, P))) = 0 when (U- V)(X) = U(X) - VeX);
also the conditions (11), (12) must be fulfilled.
As usual the expressionJ(R(I, P» is identifiedwithR(l, P) when Z(X) =

X.
By definitionthe complexityof the orderedextensionE(R(I, P» is Imore

than the complexityof E.
On the degree level 1 the construction with the desired properties is

simple enough.
The algebraicallyordered extensionsof Pto be consideredare Ffor each

complexity." If P is a constant polynomial over F, then NR(P) = O.
If P is the linear polynomial AX +B of F[X], and U is any polynomialof
E[X], then we have the defining equation

SIGN (U, 1, P) = sign (U(-BfA)), (17)
and the symbol U(R( 1, P)) is canonically identified with U( - BfA)).
Theorems 1-6 will be verified readily in case the degree of P is not
greater than 1. We assume now that D>1, that all constructions on
the degree level D- 1 of any prescribed complexity can be performed as
specified above, and that Theorems 1-6are demonstratedfor polynomials
P of degree smallerthanD and for any field (in place of F) that can be con­
structedon the ievel D - 1.
We begin with a proof of Rolle's theorem for polynomialsof degree D.
The assumptionof Theorem 6, viz.

peA) = 0 = PCB),
leads to a factorization

P(X) = (X - A)L(X - B)MQ(X)

t As A. Hollkott stresses correctly, in reality we do get new ordered fields even here in
as much as the collection of symbols to be considered expands with increasing complexity.
But in our case a canonical order-preserving isomorphism with Fis set up at each stage.
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with positive exponents L, M such that
Q(A) =F 0, Q(B) :j:: 0,

and certainlythe degree of Q is less than D - 1. By the inductionassump­
tion there is an ordered extension of F generated by a root B of P satis­
fying A -<iJ <:B such that NR (Q,A, iJ) = 1. It sufficesthen to proveRolle's
theorem under the additional assumption that there is no root of Q be­
tween A and B. By the between value theorem Q(A)Q(B) >-0.Upon differ­
entiationwe have

P'(S) = (X - A)L-l(X - B)M-IQ(X),
Q(X) = (L(X-B) +M(X-A»Q(X) + (X-A)(X-B)Q'(X),

Q(A) = L(A - B)Q(A),
Q(B) = M(B- A)Q(B),
Q(A)Q(B) = -LM(A B)2Q(A)Q(B),
Q(A)Q(B) -< O.

By the betweenvalue theorem applied to Q(X) there is an ordered exten­
sion of F generatedby a root of Q(X) betweenA andB. This root also is a
root of P'(X) between A, B.

The mean value theorem follows in the customary way by application
of Rolle's theorem to the polynomial

P(X) - P(B)(P(X) - peA»~/(B- A) - P(A)(P(X)- P(B»/(A - B).

We proceed to the proof of the between value theorem for a polynomial
P of degreeD. For conveniencesake let A<B.
If at any stage of the ensuing constructionwe shouldmeet an elementR

in an ordered extension E of F that was obtained on the D- J level such
that A -e; R< B, P(R)= 0, then the elements U(R) (U EF[X]) with the opera­
tional rules as defined in E provide the required collection of symbols
forming an ordered extension of F with a root of P between A and B.
It will be assumed in the ensuing construction that this will not happen.
For example, if it should happen that there is a non-trivial factorization
P(X) = M(X)L(X) in E[X] such that both M and L are non-constant, then
eitherM(A)M(B) < 0 or L(A)L(B) -c 0 so that either M or L will have a
root in an ordered extensionof E on the D- 1 level.

Henceforth we assume that we will not meet non-trivial factorizations
of P in E[X]. Thisimpliesthat P is ~le, becase P/GCD (P, P') cannot
be a proper divisor of P.
Now let E be an ordered extension of F generated by NR(P', A, B)

distinct roots R(I), ... ,R(K) of P'belonging to fA, B}, according to Theo­
rems 2, 3. Let

A = A(O) < A(J) < ... < A(S) = B

the set formed by the NR (P', A, B) roots of P' belongingto fA, B) and
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the elementsA, B in order of magnitude.There is a first index J such that
P(A(J»P(A(J+ 1» < O.

By definition (and by Theorem 4) there is no root of P' between A(J)
and A(J+ 1) either in E or in any ordered extension.
It follows from the between value theorem that the sign of P' between

A(J) and A(J+ 1) is constant =F O.
It follows from the mean value theorem that P is strictlymonotone in

E as well as in any ordered extensionof E. Hence for any chain
A(J) = B(O) < B(l) -c ... < B(K) = A( J+ 1) (18)

there is preciselyone indexH such that
O~ H-<K, P(B(H)P(B(H+l»-<O.

For examplefor a given polynomial U of F[X] of degree less than [PI
according to Theorem 2 an ordered extension t can be constructed contain­
ing NR (U, A(J), A(J+ 1» roots of U in the interval [A(J), A(J+ 1».
The set formed by these roots of U together withA(J) andA(J+ 1)may

be ordered according to (18). It follows that U will have no roots between
B(H) and B(H+ 1), neitherin t nor in any ordered extensionof E. Hence,
according to the between value theorem, the sign of U is constant =!= 0
between B(H) and B(H+ 1) in E - even in any ordered extension.
Suppose we form a set consisting of B(O), B(l), ... , B(K) and finitely

many other elements of t, say
A(J) = C(O) < C(l) < ... < C(L) = A(J+ 1),

then there is precisely one index G such that 0 < G < L, P(C(G)) P(C(G+ 1»
< O. It follows, moreover, that B(H) "" C(G) < C(G+ 1) ~ B(H+ 1) and
therefore the sign of U between C(G) and C(G+ 1) is constant and equal
to the sign of U between B(H) and B(H+ 1). We will use this sign invariance
of U at the appropriate time.
Let R be a root symbol.For each U we form the symbol U(R).
If U(B(H» =F 0 then set

SIGN (U(R)) = sign (U(B(H»).

If U(B(H))= 0, then there holds a factorization U(X)' = (X- B(H»MV(X)
in 2[X] for which V(R(H» =!= O. We define SIGN (U(R)) = sign V(R(H»
and we remark that SIGN (U(R)) is equal to the sign of U between B(H)
and B(H+ 1).
We set SIGN (O(R)) = O.
Note that

SIGN C(R) = sign C
if C is a constantpolynomialof F[X].
In order to establish the between value theorem it will suffice to show

that the collection of the symbols U(R) (UE F[X]; U = 0 or [UJ < IP])



A real root calculus 389

with the operational rules
U(R)+ VCR)= W(R) (19)

if U+ V = W in F(X],
U(R)+ VCR) = Q(R)P(R)+T(R)

U+ V = QW+T in F[X]
T = 0 or [T] < [P],

U(R) = Y(R) .Q U = V,
sign (U(R)) = SIGN (U(R))

(20)

if
and

(21)
forms an ordered extensionof F if we identifyC(R) with C for any constant
polynomial.

Moreover, identifying I(R) with R, we shall find that
peR) = 0, (22)
A <:: R <:: B. (23)

We note right away that
SIGN (- U(R)) = - SIGN (U(R)),

SIGN ((I -A)(R» = 1,

hence it suffices to show (22) and to show that the assumptions
SIGN (U(R)) = 1 (24)

SIGN (V(R)) = 1
imply that

and
SIGN (W(R)) = 1

SIGN (T(R)) = 1.

(25)

(26)

To show (25) under the assumptions (24), let C(O), ... , C(L) be the set
formed by A(J), A(J+ 1) and the N(U, A(J), A(J+ 1» roots of U, the
N(V, A(J), A(J+ 1» roots of V, and the N( W, A(J), A(J+ 1» roots of W
in a suitable ordered extension of E ordered by magnitude. It follows that
U,V are positive between C(G), C(G+ 1) and that the sign of Wis equal to
SIGN (W(R)) between C(G), C(G+1).

The equation W(C) :;::U(C)+ V(C)

which holds for C = i(C(G)+ C(G+ 1» implies (25).
To show (26) under the assumption (25) let us firstly assume that

GCD (u, T) = GCD (V, T) = 1. (27)

Now let C(O), ... , C(L) be the set formed by A(J), A(J+ 1) and by the
N(U, A(J), A(J+ 1» roots of U, the N(V, A(J), A(J+I)) roots of V,
the N(Q, A(J), A(J+l» roots of Q, and the N(T,A(J), A(J+1» roots
of Tin a suitable ordered extension of E ordered by magnitude. It follows
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that U, V are positive between C(G), C(G+ 1) and that the sign of W is
equal to SIGN (W(R» between C(G), C(G+ 1). Furthermore Q is of
constant sign =1=0 between C(G), C(G+ 1).Moreover neither U and Tnor
V and T have a root in common.
The equation

T(C) = U(C) V(C) - Q( C)P( C),
which holds for C = C(G) as well as for C = C(G+ 1), implies that T(C) is
positive unless Q(C) P (C) > O.Hence (26) holds unless

Q(C(G)P(C(G» > 0, (28)
Q(C(G+ l))P(C(G+ 1» > O.

But by our assumption
P(C(G» P(C(G+ 1» <0, Q(C(G» Q(C(G+ 1»>0,

so that (28) cannot hold.
In the general case we have in F[X]:

U = U[r, T = TO, Q = of;
where SIGN (U) = 1 and 0 = ± GCD (U, T). Furthermore

..... A".. A"..

V = VV, T = TV, Q = QV,
~ r~ A

where SIGN (V) = 1 and V = ± GCD( V, T). Hence

Ov = QP+r, GCD (0, T) = 1 = GCD (V, f).
As was shown above, we have SIGN (1') == 1. Furthermore trivially

SIGN(U) ;:: SIGN (V) = 1,

SIGN (7') = SIGN (rJ?1') = SIGN (6) SIGN W) SIGN (r) = 1.
In order to show (22) let us assume P in the form

P(X) = M(O)XIPJ+M(l)XIPJ-l+ ... +M([P))
with coefficients in F. Now the equation (20) for

U(X) = M(O)XcPJ-1+M(1)X[PJ-2+ ... +M([P]-l),
VeX) X, Q(X) = 1, T(X) = - M([PD

shows that
U(R)V(R) = T(R)

which is tantamount to (22) for the special choice of U, V; T made above.
We have to remark, of course, that for any polynomial U of F[X] of
degree less than [PJ the symbol U(R) is equal to that symbol which is
obtained by substitution of Z(R) in U.

Using the same notations as before, assume that P is separable.
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Denote by A4 the number of sign changes in the chain (8).
As a consequenceof the between value theorem there will be constructed

an ordered extension of F of complexity M in which P has M distinct
roots in fA, B). Hence NR(P, A, B) .,. M. On the other hand, let E be an
ordered extension of F with NR(P, A, B) distinct roots in fA, B), say the
roots

M(1) < M(2) < ... < M(NR(P, A, B))
by order of magnitude when

A ~ M(l), M(NR(P, A, B)) < B.
There is an ordered extension E of E with NR(P', A, B) roots of P' in fA, B).
These roots of P' together with A, B form the chain (8). Since P is separable,
no root of P is a root of P' and vice versa. Hence each root M(I) > A lies
between two consecutive members of (8) with a sign change of P between
them, as follows from the mean value theorem. If M(1) = A then by
Rolle's theorem M(1) < R(I) -< M(2) and a sign change of P from A to
R(I) is scored. Therefore there are at least NR(P, A, B) sign changes in
(8). Hence M "'"NR(P,A, B). Thus Theorem 3 is established.

We remark that for each non-constant polynomial P the polynomial
PjGCD(P, P') is separable and shares its roots with P.Applying Theorem 3
to this polynomial we obtain Theorem 2.
Theorem 4 is also implied,
In order to prove Theorem 5 let P(GCD (P, P'), and let E be an ordered

extension of F on the level D- 1of complexity NR(Z') which is generated
by the adjunction of the NR(Z') roots R(l, Z'} < R(2, Z') < ... <
R(NR(Z'), Z') of Z' ordered by magnitude. Let R(O,Z') = _ 00 ,

R(NR(Z')+ 1, Z') = 00, 1 ~ Z ~ NR(P). There is precisely one index J
such that the number of sign changes of P on the subchain R(O,Z') ...
R(J, Z') is equal to 1- 1 and that P changes sign from

A = R(I, Z') to B = R(J+l, Z').
Using these particular values of A, B we repeat the construction performed
above in order to prove the between value theorem.We use the root symbol
R (I, P) in place of R. We set

SIGN CU,I, P) = SIGN (U(R(I, P))).
In this way we construct indeed an ordered extension F(R(J, P)) of F
which is generated by the adjunction of one root R(I, P) of P subject to the
condition (12) as envisaged in the introduction.
Another application of the induction hypothesis now will yield the proof

of Theorem 5. This is because the definition of the function SIGN (U(R))
in the proof of the between value theorem was forced upon us by the aim
of the construction.
This completes the proof of the string of Theorems 1-7 by induction

over the degree of P.
CFA 26
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It is clear from the constructionapplied that the set of all polynomials
with coefficients in Fof all root symbols obtained by the constructionon
all degree levels and of all complexitieswith the previousoperationalrules
will yield a constructivedefinition of an algebraic really closed overfield
of F.
To do the same thing in a more directmannerwe observethat algebraic

over algebraic is algebraic so that we establish constructivelyfor any two
root symbols R(I, P), R(J, Q) with PE F[X], QE F[X], two further root
symbols R(K, W), R(L, T) (WE F[X], TE F[X]) such that

R(I, P)+ R(J, Q) = R(K, W), (29)
R(I, P) R(J, Q) = R(L, T). (30)

In this way it is shown that the root symbols for polynomials of F[X]
with operational rules (29), (30) and positivity and equality as defined
previously form an algebraic ordered extension P of F. But in P every
polynomial of odd degree has a root constructively as follows at once
from the between value theorem. Similarly, every positive element of P
is a square element. In other wordsP is really closed.
Again we must emphasizethe remark made in A. Hollkott's thesis that

F is embedded into P only up to isomorphism.
In particular the question whether the root symbol R(I, P) is equal to

an element of F in standard form R(l, X-A) (A E F) may be effectively
undecidable for ill behaved groundfields (see [1]). However, for F = Q
it is clear that there is an effective procedure for finding all solutions of
P(A) = 0 in Q, the rational number field.
An ALGOL program for the real root calculus over Q has been written

which implements a reduction discovered by H. Kempfert as well as the
Sturm theoremof real algebra (see [5]). It will be discussedin a forthcom­
ing joint paper by H. Kempfert and the author.
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&~ romputatio1llll problems am metmds nIated
to inDarinnt fcrlOlS and rontrol theory'

R. E. KALMAN

1. Introduction. The purpose of this modest talk is to point out some
computational problems related to invariant factors in linear algebra. Our
comments are intended as an interim progress report; full details will be
published elsewhere, later.
As is well known, the detennination of many invariants in linear algebra

(for instance: minimal polynomials of a vector or a matrix, invariant
subspaces, the rational canonical form of a matrix, the number of eigen­
values of a matrix in a half-plane or a circle) requires computation in the
polynomial rings R[z] or C[z]. These computations are rather awkward:
first, because they involve checks of divisibility which must be exact;
second, because polynomial arithmetic (especially matrix-valued poly­
nomial arithmetic) is very awkward to program. Since the numbers desired
are often integers (for instance: the degree of the minimal polynomial of a
matrix), these problems tend to have some of the flavor of finite algebra,
eventhough strictly speaking they belong to linear algebra.
The question arises: Is it possihk to bypass the machinery ofpolynomiol

dgibm and rn/d;e evetything to standanl matrix romputations, sum as the
citermination qf mnk ? This question is of sorre interest from the viewpoint
of pure mathematics, since it concerns the representation of polynomial
algebra (in the sense analogous to group representations) via matrices.
Even more interesting perhaps are the implications on numerical analysis
and computing art in general, since very little is known today about the
relative I'Il.U1IeI'Wal advantages and disadvantages of alternate computing
procedures which are abstractly equivalent.

A very interesting and early

''functor'' : polynomials """matrices! (1)

is that found in Hermite's famous paper [1] of 1856 (which introduced

t Thisworkwassupportedin part byNASAGrantNgR 05-020-073.
:j: We use the term ''functor''in a nontechnicalsenseto meanvaguely:replacesome

mathematicalobjectby a (linear)algebraicobject.
393
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"hermitian forms"). Hermite's functor has the special form
{polynomial:n:of degree n} -+ (nXn symmetricmatrix P,,} (2)

satisfying the property that
{number of roots of n inside the unit circle} = rank of P". (3)

Ourmain object then is to try to exhibit other functorsof this general type.
The motivation for this investigation is especially rich; in addition to

pure and appliedmathematics,it stems also from the modernmathematical
theory of control and dynamical systems. For instance, a discussion of
Hermite's functor in the style of Lyapunov stability theory and control
theory was given in [2].
2. Commonfactors of polynomials.It is well known that the common

factor of two polynomialscan be determinedby the Euclidean algorithm.
If we wish to avoid (for numerical reasons) dividingpolynomials,then we
can make use of a well-known"functor" of type (1) known as the Euler­
Sylvester determinant ([3], ch. 5, p. 104)which is defined as

{polynomialsJ, g of degree m, n} -+

{determinantRI•g of an mnXmn matrix}. (4)
Thenf, g are relativelyprime (have no commonfactor of degree> 0) if and
only if Rf•g ::f: O.
The "functor" (4) is rather inefficient from the computationalpoint of

view since IV, g is a very large determinant.Moreover, if Rr. g vanishes, so
that J, g have a nontrivial greatest common divisor, it is not a simple
matter to compute this common divisor.
We shall now exhibit a "functor" which is much more efficient for the

above purposes.
Notations: let z = indeterminate, K = arbitraryfield, deg f = degree of

polynomial f We assume that n = deg f> deg g (the special case
deg f = deg g causes very little extra difficulty),and define the "codes"

r 1 0 -In

(5)

g = g,,.-'+ ... +g. ~ G = r~·]lgl
Finally, we write, as usual, (f, g) for the monic polynomialwhich is the
greatest common factor off and g.

(6)
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THEOREM. (i) [G,FG, •••• F,,-lG] = g(f). Hence Ai(g(F» = g(rpi), where
rpiare the roots off.
(ii) deg (f, g) = n-rank [G, FG, ••• , pn-1G].
(ill) (f, g) = g/h,w here h is the minimal polynomial of the vector G

relative to the matrix F, i.e.,
F,,-rG+h1F,,-r-lG+ ... +hn-rG = 0

with deg h = r, r = minimum.
Outline of proof. Fact (i) (and therefore the fact that (f, g) = 0 if and

only if rank [G, FG, ••• , Fn-lGj = n) was first proved in [4], Lemma 7.
Note that in view of(i) (see [3], ch. 5, p. 107) the "functor"

(f, g) -+ det [G, FG, ••. , pn-lG] (7)

is identical with the Euler-Sylvester "functor" ~,g which is now exhibited
more efficiently using an n X n (rather than mn X mn) matrix. (The number
Rt.g is the classical resolvent off, g.)
The matrix

[G, FG, ... , F,,-lGj,

which is to be thought of as made up of the (column) vectors G, FG, ••• ,
plays an important (and well-known) role in modern control theory under
the names "controllability" and "observability".

The proof of (ii) and (iii) is a straightforward elaboration of (i), see [5].
The form and proof of this theorem suggests rephrasing the algebraic

situation in module-theoretic terms. Recall (this is now classical) that any
square matrix F (over the field K) induces a K[z]-module over Kn = X
regarded as an abelian group. To do this, we define

scalar product: K[z jX K, -I- s;
: (f, x) -+ f(F)x.

Given a fixed F (and fixed n), the condition
rank [G, FG, ••. , pn-lG] = n, (8)

which is equivalent to
(f, g) = 0, (9)

means in module language that
G generates the module X. (10)

This observation is closely related to the theory of realizations which
(especially for our present purposes) may be regarded as a generalization
of the classical theory of elementary divisors.
3. Theory of realizations. Consider the infinite sequence

Y = {Yk: k = 0, 1, .. " Yk = pXm matrix over K}.
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We say that Yhas ajinite-dimensionalrnaJizationif and only if there exist
matrices F,G, Hover K such that

Yk = HfkG, k = 0, 1, .... (11)
The matrix Fis required to be nX n (then His pXn and G is nXm). We
say that the realization is minimal if and only if n is the smallest integer for
which (11) can be satisfied. The following theorem is fundamental:
If Fy and A belong to mimtd, mcliz.ationsor the sam Y, then they ate

similar.
A proof may be found in [5] or [6].
It is now clear that the theory of realizations generalizes the theory of

elementary divisors: if A is some given matrix, then the set of all minimal
realizations of the sequence {Yk} = {Ak} is identical with the similarity
class of A, since all triples of the form (F,T, T-l), with T-lFT =A, are
minimal realizations. So the following is a well-defined problem: Given
{Yk} possessing a finite-dimensional realization, determine the similarity
imJarUmts ofF belonging to some minimal rnalization. A rather detailed
examination of this problem built around the classical machinery of invari­
ant factors and elementary divisors is given in [7], to which the reader is
referred also for additional motivation and background material.
In complete generality, that is, in terms of exhibiting efficient "functors"

to linear algebra, the solution of the problem is definitely not known at
present. ? Let us review briefly what is known.

The simplest invariant of F (minimal) is given by the following result,
which is new, turns out to be quite simple, and seems to be fundamental:
l£t S,/ denote the bloditdse NXN generalized 1lo!i1t!I, matrix

fY"
Yl ••• YN-l

Y1 Yz . YN
S't = :

lYN-1 YN Y2N-1 J
induced by the motrix sequence Y. 'Then dim F = rank s'i for N sufficiently
large. In other wonls, a finite-dimensional rnalization exists if and only if
the mnk qf s'i is evenJudly ronstant, and then

q

n(Y) = rank S!j. = L deg "Pi (1J!i+l "Pi. i = 1, ... , q-l),
i=l

where "Pi are the imJarUmt fUct01Sof the square motrix F belonging to ~

t The computationalexperienceof numericallydeterminingminimalrealizationshas
beensummarizedin [8], pp. 373-405. Fourmethodshavebeencomparedthere:(i) clas­
sicalelementarydivisortheory(see [7]); (ii) partial fractionexpansionsand rank com­
putations([4], Section8); (iii) directapplicationof elementarylinearalgebra([4]Sec­
tions7 and8);(iv)Ho's algorithmviaHankelmatrices161.
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minimal rnaJizationof¥' Inpcutia.dar, rank Sy = n(Y.)fOr all r ;;!o n(Y.)or
eoenr> deg "Pl.

Referring to the module language mentioned at the end of § 2, we can
rephrase the preceding statements also as follows: 'Ibemodule inducedby
~ F belongingto a minimal rnalization ofY is of dimension n(Y.);this
moduk is the dirnctsum.of prnciselyqcydic pkces, eochwith armihilating
polynomiol"Pj.In short, the (numerical) sequence Y may be used to deter­
mine module invariants (n, q, the 1J.') with exactly the same ease (or diffi­
culty) as it can be used to determine similarity invariants for F.
It is clear that q, deg "PI, and even the 1J.'j could be determined by a combi­

natorial procedure examining the linear dependences of subsets of the
matrix S~. The detailed prescriptions are easily inferred from [4-8]. It is,
however, not yet clear if a "functorial" procedure can be obtained for
this purpose. The clarification of this problem, in view of the situation
sketched above, is clearly one of the outstandingpresent research problems
in linear algebra.
This problem is closely related also to other unsolved elementary prob­

lems of a linear-algebraic type. Let us mention the following interesting

CoNJECTURE. ("Parametrization of minimal rnaJizations.") Let (F, G, H)
be a minimal rnaJizationof its own sequence {Yk = HFkG, k = 0, 1, ... }.
Let X be the correspondingK[z ]-module, with q cyclw pieces.Let "PI.••• , 1J.'q
be the iTwariontfUctors of X, with ?Pi+1 I ?Piand deg ?Pi = n,. ('lhus 'PI = mi­
nimalpolynomiol ofXandnl + ... + nq= dim X.) Ffnolly, let m = p = q
and rank G = q.
'/hen:For jhRl q and jhRl (nl, ••• , nq) the set of all such triples plus

a set of measzue zero (correspondingto triples whim am not minimal)
js a linear sptD! over K wlme cimensWn js ~ eqool to

q q

.2 min {nj, nj_I-nj}+ Z (2j-l)nj (no = (0).
i=l j=l

The first term in the above expression represents the minimal number
of parameters necessary to specify all the invariant factors (given their
degrees).
The second term is the dimension of the linear space of transformations

leaving the rational canonical form of F invariant. (This number was
first determined by Frobenius.) It can be shown that the dimension of
the linear transformations leaving F invariant is precisely the same as the
number of parameters in G which can be fixed over the whole class: For
instance, if q = 1 or if nl = ... = nq all elements of G can be fixed.
This is closely related to canonical forms of completely controllable pairs
(F, G). See [7].
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